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ABSTRACT 

In this paper, a microstrip bandpass filter for dual-band sub-6 GHz 5G mobile communications is designed. The 

two first resonance frequencies of the stepped-impedance resonator are used as the operating frequencies of the 

two passbands. Furthermore, the stepped-impedance resonator is folded to form an open-loop stepped-impedance 

resonator for compactness. This form of the resonator generates a second transmission zero in the upper stopband, 

which improves the out-of-band rejection. A 50 ' tapped-line input/output is used to feed the filter. The proposed 

structure is designed, analyzed and manufactured and the measured results are found to be in good agreement with 

the simulation results. From the measured results, it is found that the proposed filter achieved a return loss of 21.5 

dB and 28.3 dB, an insertion loss of 0.4 dB and 1.7 dB and a bandwidth of 12.5% and 10.81% at 3.61 GHz and 5.55 

GHz, respectively. In addition, the proposed filter has a compact size, which makes it suitable for sub-6 GHz 5G 

mobile communications. 

KEYWORDS

5G, Bandpass filter, Dual-band, Stepped-impedance resonators, Sub-6 GHz. 

1. INTRODUCTION

The growing demand for mobile-phone users, connected devices and the proliferation of applications 

requiring high data rates have led to jump to the fifth generation (5G). Compared with 4G, the 5G will 

enable to deliver higher data rates: 1000 times faster than 4G [1]. Many countries have started to deploy 

5G networks and have awarded it frequency bands. In sub-6 GHz spectrum, the 3.6 GHz band (3400-

3800 MHz) is allocated by many countries for 5G mobile communications, such as the European Union 

and the United Kingdom [2]. Besides that, the unlicensed band (5150-5925 MHz) has also been added to 

the 5G spectrum to support the existing licensed 5G bands. Therefore, designing microwave components, 

such as bandpass filters (BPFs) with compact size and good electrical performance operating in these two 

bands, is necessary to meet the requirements of 5G.  

In literature, numerous technologies have been used to design BPFs for sub- 6 GHz applications [3]-[13]. 

Among these, dual-band BPFs using substrate-integrated waveguides (SIWs) are reported in [3] and [4], 

the size of the filter in [3] is relatively large, while the filter in [4] provides a low return loss. A CPW 

BPF based on spiral-shaped DGSs is designed to operate at 3.54 GHz in [5] and its 3-dB bandwidth is 

ranging from 3.29 GHz to 3.79 GHz with an insertion loss less than 2 dB over the passband. In [6], a 

dual-band BPF consisted of folded open-circuited stubs with interdigital unit cells is proposed, but its 

circuit size is large. In [7], a dual-band BPF is designed using substrate-integrated suspended line (SISL) 

technology to operate at 3.45/4.9 GHz. The two passbands are formed by using quarter-wavelength 

stepped-impedance resonators (QSIRs) and half-wavelength hairpin resonators (HWHRs). In [8], a dual-

band BPF using a dual-mode dielectric waveguide resonator operates at 2.1/3.53 GHz with a fractional 

bandwidth of 2.27/1.67% is reported. A dual-band BPF with interlocked stepped-impedance resonators 

operating at 0.946/1.48 GHz (SIRs) is presented in [9]. The filter has a compact size, but the insertion 

loss is relatively high. A wideband bandpass spatial filter using a double square loop frequency-selective 

surface (DSLFSS) is proposed in [10]. However, all these reported BPFs will work only for the 5G 

licensed bands and to the authors9 knowledge, there is no dual-band BPF that covers both the licensed 

and unlicensed 5G bands in the literature. 

In this paper, a low-cost microstrip dual-band BPF using two stepped-impedance resonators (SIRs) for 

5G mobile communications is designed to cover the licensed 5G band 3600-3800 MHz and the unlicensed 

mailto:boufouss.rachida@gmail.com
mailto:boufouss.rachida@gmail.com
mailto:najid@inpt.ac.ma
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5G band 5150-5925 MHz. The two first resonant mode frequencies of the SIR are used as the center 

frequencies of the first and second passbands of the filter. In addition, to further reduce the size of the 

circuit, SIRs are folded to form open-loop SIRs. By choosing the appropriate value of the gap between 

the edges of the high-impedance lines, a second transmission zero is generated in the upper stopband, 

which helps to improve the rejection level of the filter. The proposed dual-band BPF is designed, 

simulated and manufactured. The results of simulation and those of experiment are in good agreement. 

Moreover, the experiment results are compared with existing 5G filters. 

The organization of the paper is as follows: In Section 2, resonance properties of the SIR and open-loop 

SIR are discussed based on the even-odd mode analysis and the design procedure of the proposed dual-

band BPF is presented. The experimental validation is shown in Section 3. Finally, conclusions drawn 

are given in Section 4. 

2. MICROSTRIP DESIGN OF DUAL-BAND BPF

2.1 Analysis of the Typical SIR and Open-Loop SIR 

In principle, the typical »/2 SIR is composed of a »/4 low-impedance line (Z1, 2»1) and two-high »/8 
impedance lines at both ends (Z2, »2), as depicted in Figure 1. Given that the structure is symmetrical, 

even- and odd-mode analysis can be utilized to describe the resonator. The even- and odd-mode 

equivalent circuits of the typical SIR are shown in the same figure. For simplicity, we choose » = »1= »2. 

Figure 1. Structure of the traditional SIR with even- and odd-mode equivalent circuits. 

The input impedance can be expressed for the odd mode [13] as: ýÿÿ,�ýý = ÿý2 tan ÿ + ýý tan ÿýý2ýþÿ2ÿ (1) 

where RZ is the ratio between the high- and low-impedance lines. By imposing zero input admittance of 

the odd mode (Yin,odd = 1/Zin,odd), the first and the third resonant mode frequencies of the SIR can be 

written as: ÿ(ÿ1) = ýþÿ21:ýý     (2) ÿ(ÿ3) = ÿ 2 ýþÿ21:ýý (3) 

Similarly, for the even mode, the input impedance can be derived as [13]: ýÿÿ,þÿþÿ = ÿý2 ýýýþÿ2ÿ21ýþÿÿ(ýý+1) (4) 

The second and the fourth even-mode resonance frequencies can be deduced from Equation (4) by 

imposing zero input admittance of the even mode: ÿ(ÿ2) = ÿ2           (5) ÿ(ÿ4) = ÿ           (6) 

For miniaturization, the typical SIR shown in Figure 1 is folded to form an open-loop SIR, as depicted in 

Figure 2 with its even- and odd-mode equivalent circuits. Here, C models the electric coupling 

capacitance between the edges of the high-impedance lines. With the presence of this capacitance on the 

odd-mode equivalent circuit, the total electrical lengths at the odd-mode resonance frequencies increase, 

while in the even mode, these lengths are kept constant (the even-mode equivalent circuit for the open-

loop SIR is the same as that of the typical SIR). Therefore, the resonance frequencies of the open-loop 

SIR f1 and f3 shift down to the lower frequencies. 
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Figure 2. Structure of the open-loop SIR with even- and odd-mode equivalent circuits. 

2.2 BPF Design 

Figure 3 depicts the proposed structure of the dual-band BPF using two open-loop SIRs with 50 ' tapped 
line input/output on an RT/Duroid 5870 substrate of 0.79-mm thickness and with a dielectric constant of 

2.33 and a loss tangent of 0.0012. As a first step, the center frequencies of the first and second passbands 

f1 and f2 of the filter are taken as 3.5 GHz and 5.5 GHz, respectively. The calculated impedance ratio Rz 

is 2.75 and the initial SIR dimensions are determined using the above equations. Then, the two SIRs are 

folded and used to design the dual-band BPF. A full-wave EM simulator (CST Microwave Studio) is used 

to simulate the filter. As expected, a deviation between the analytical and simulation results has been 

found. This deviation is caused by the coupling between the edges of the high-impedance line sections, 

C, mentioned above and the coupling between resonators since in the analysis one SIR has been 

considered. 

Figure 3. (a) Structure of the proposed dual-band BPF. (b) Its equivalent circuit model (ÿ = ÿ122 +ÿ122 = ÿ22 + ÿ222).
To visualize the change of the magnitude S21 of the filter with different couplings, two simulations are 

displayed in Figure 4. It can be seen from the left part of the figure that, for a specific value of the gap 

between the edges of the high-impedance lines and besides the existing transmission zeros in the upper 

stopband, another transmission zero starts to appear and shifts to the upper frequencies when S1 increases. 

In addition to that, the rejection level is enhanced in the upper stopband when the two transmission zeros 

are closer to each other. 

Figure 4. Variation of magnitude of insertion loss S21 (a) Versus S1. (b) Versus S2. 

From the right part of the figure, it is clearly observed that the separation between resonators determines 

the bandwidth of the filter. As S2 decreases, the bandwidth of the filter increases and the rejection level 

in the lower and upper stopband decreases. It should be noted that the bandwidth of the filter is also 

controlled by the external quality factor of the filter which is determined by the position of the tapped 
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input and output lines. Therefore, by choosing the appropriate position of the tapped lines and adjusting 

the separation between resonators, the desired bandwidth can be achieved. 

After optimization, the dimensions of the BPF are determined, as listed in Table 1. The simulation results 

are shown in Figure 5. It is seen that the working bands of the proposed dual-band BPF are 3380-3870 

MHz and 5149-5840 MHz with insertion losses of 0.37 dB and 0.42 dB and return losses of 26.2 dB and 

31.1 dB at 3.6 GHz and 5.55 GHz, respectively. Four transmission zeros are found at fz1 = 2.93 GHz, fz2= 

4.39 GHz, fz3 = 6.29 GHz and fz4 = 6.86 GHz. The rejection level in the upper stopband is about 19.4 dB. 

Table 1. Dimensions of the proposed filter. 

Parameter Value Parameter Value 

W1 2.37 L3 3.17 

W2 0.24 L4 6.9 

L1 10.11 S1 0.57 

L2 2.9 S2 0.58 

Figure 5. Simulation results of the proposed filter. 

The current distributions of the proposed BPF are displayed in Figure 6. It is clearly observed that no 

current flows through port 1 to port 2 at the frequencies of the transmission zeros, while the current passes 

between the two ports at the center frequencies of the BPF, which indicates the BPF behavior of the 

structure. 

(a) (b) (c) 

(d) (e) 

Figure 6. Simulated current distribution of the proposed dual-band BPF: (a) at 2.93 GHz. (b) at 3.6 

GHz. (c) at 4.39 GHz. (d) at 5.5 GHz and (e) at 6.29 GHz. 
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3. IMPLEMENTATION AND RESULTS

The filter designed above has been fabricated on the same substrate and measured using VNA Master MS 

2028C. Its fabricated prototype and measurement equipment are presented in Figure 7. Figure 8 depicts 

both simulation and experimental results of the proposed filter. Good agreement between them have been 

observed. It can be seen that the realized dual-band BPF operates at 3.61 GHz and 5.55 GHz with a 3-

dB fractional bandwidth of 12.5% and 10.81%. Measured insertion losses at 3.61 GHz and 5.55 GHz 

center frequencies are 0.4 dB and 1.7 dB, corresponding to 21.5 dB and 28.3 dB return losses, 

respectively. The lower stopband rejection is better than 23.8 dB from 1 to 3.1 GHz, while in the upper 

stopband, it is 19.8 dB. Four measured transmission zeros located at fz1 = 2.94 GHz, fz2 = 4.46 GHz, 

fz3 = 6.36 GHz and fz4 = 6.82 GHz. The occupied size of this filter without feed lines is 0.25»g× 

0.30»g , where »g is the guided wavelength at 3.61 GHz. 

(a) ( ) 

Figure 7. (a) Photograph of the fabricated dual-band BPF. (b) Its measurement equipment. 

The group delay of the proposed dual-band BPF is displayed in Figure 9. It can be seen that the filter 

has a flat response within the passbands. The group delay is below 1.5 ns in the first passband, while it 

is below 1.2 ns in the second passband. 

Figure 8. Simulated and measured S-parameters of the   Figure 9. Group delay of the dual-band BPF. 

   dual-band BPF. 

Table 2. Comparison between this work and other previous 5G BPFs. 

Ref. CFs 
(GHz) 

FBW 
(%) 

IL (dB) RL (dB) Out-of-band 
rejection (dB) 

Size (»g×»g ) 

[3] 3.5/4.9 - 0.75/1.3 - - 1.61 × 1.23 

[4].A 2.66/3.54 7.89/4.52 0.86/1.53 > 18/> 15.4 > 20 (3.834.2 GHz) 0.122 × 0.22 

[4].B 2.82/3.73 6.38/3.84 0.76/1.93 > 13.5/> 20 16 (3.8835 GHz) 0.34 × 0.24 

[4].C 2.84/3.74 5.98/3.47 1.72/2.02 > 12.4/> 17 16 (3.8835) 0.34 × 0.24 

[5] 3.54 10.1 1.23 28.9 >20 (4.29-7 GHz) 0.42 × 0.37 

[7] 3.45/4.9 11/6.9 0.85/1.13 2 2 0.32 × 0.45 

[8] 2.91/3.53 2.27/1.67 1/1.5 17/18 >28 - 

[9] 0.946/1.48 9.8/9.5 2.16/1.26 > 10/> 10 11.37 (1.632 GHz) 0.25 × 0.12 

[13] 4.6/5.4 13.5/11.5 1.02/0.8 >20 2 2 

[15] 3.45/4.9 7.82/4.08 1.15/1.42 2 2 0.21 × 0.31 
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[16] 4.947 1.16 2.9 2 2 2 

This 
work 

3.61/5.55 12.5/10.81 0.4/1.7 21.5/28.3 19.8 (6.238) 0.25 × 0.30 

Abbreviations: CF, central frequency; FBW, fractional bandwidth; IL, insertion loss; RL, return loss. 

Performance comparisons of the presented dual-band BPF with filters designed in other previous works 

are listed in Table 2 showing that the proposed filter has good electrical performance in term of insertion 

and return losses, as well as compact size. 

4. CONCLUSIONS

In this paper, open-loop SIRs with 50 « tapped input/output lines have been proposed to build dual-band 

BPF for licensed and unlicensed 5G bands in sub-6 GHz spectrum for mobile communications. Folding 

the two SIRs and choosing the appropriate value of the gap between the edges of the high-impedance lines 

help to create another transmission zero in the upper stopband. The proposed dual-band BPF is simulated 

and manufactured. The experimental results reveal 12.5% and 10.81% fractional bandwidths at 3.61 GHz 

and 5.55 GHz, respectively. The upper stopband extends more than 8 GHz with 19.8 dB rejection level. 

Compared with some reported works, this filter has merits of covering the licensed and unlicensed 5G bands, 

low insertion loss, good return loss and compact size with a low-cost methodology, making it suitable for 

5G mobile communications. 
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ABSTRACT 

Emotion identification has received a lot of interest in recent years, with applications in mental health, education 

and marketing. This systematic literature review aimed to provide an up-to-date overview of trends and 

technological advancements in the use of media stimuli for emotion recognition. A comprehensive search yielded 

720 relevant studies from 2018 to 2023, which employed various media stimuli to induce and measure emotional 

responses. The main findings indicate that audios and videos are the most used media stimuli for emotion 

recognition. However, there is a growing trend toward exploring other forms of media, such as physiological 

signals and wearables. This review highlights the varying ecological validity of different stimulus types and 

emphasizes the potential of virtual reality for more objective emotion recognition. These findings offer valuable 

insights for future research and practical applications in the field by synthesizing knowledge to inform 

advancements in media stimuli for emotion recognition. 

KEYWORDS 

Emotion recognition, Media stimuli, Measuring emotional, Physiological and behavioural responses. 

1. INTRODUCTION

Recent years have seen a tremendous increase in interest in emotion identification, largely because of 
its numerous uses in industries, including entertainment, mental health and human-computer interaction. 
This area of study focuses on identifying and classifying the emotions that people show while drawing 
on a variety of physiological signals, facial expressions, speech and other behavioural cues. Utilizing 
media stimuli, including photos, videos and audio recordings, to evoke a variety of emotional responses 
is one of the key components of emotion recognition [1][2]. 

Many studies have used media stimuli to elicit participants' emotions and measure their emotional 
reactions. The International Affective Picture System (IAPS), Affective Norms for English Words 
(ANEW) and Geneva Multimedia Emotion Recognition Dataset (GEMEP) are prominent examples of 
these stimuli. The effectiveness of these stimuli in evoking a broad range of emotions while giving 
accurate and meaningful assessments of emotional reactions has been frequently shown in research 
[3][4]. Nevertheless, as emotional responses can be influenced by individual differences and cultural 
backgrounds, there are legitimate questions about the generalizability of conclusions generated from 
media stimuli [3][4]. 

A complete assessment of the most recent developments in media stimuli for emotion perception is the 
goal of this systematic literature review. It evaluates current research critically, highlighting any gaps, 
restrictions or difficulties that the field may be facing. This study gives useful insights for researchers, 
practitioners and policymakers working in fields, like marketing, healthcare and human-computer 
interaction. Furthermore, by highlighting prospective directions for future research and compiling the 
most recent advancements, this paper makes a substantial contribution to the field of emotion 
recognition. This can be a helpful tool for experts in computer science, psychology and cognitive 
neuroscience to better understand how to use media stimuli for accurate and effective emotion detection. 
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2. METHODOLOGY

The PRISMA methodology, known as the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses, is widely acknowledged in the academic community as a rigorous and all-encompassing 
framework for performing systematic reviews [5]. The authors of [6] assert that this framework offers a 
predetermined and widely recognized sequence of actions that guarantees a clear and comprehensive 
documentation of research endeavours. Systematic literature reviews play a crucial role in the process 
of consolidating extant knowledge and synthesizing information derived from multiple investigations 
[7]. Researchers can enhance the reliability and validity of their findings by adhering to the PRISMA 
approach [8] , which enables them to mitigate bias. The systematic methodology facilitates a thorough 
exploration of pertinent sources, a meticulous assessment of research validity and methodical 
examination and integration of the collected data. 

Figure 1 depicts a flowchart of the study illustrating the systematic process of data identification and 
screening. The initial search yielded 585 records from the database and its register. By removing 
duplicate records (155) and records marked as ineligible by automation tools (121), the number of 
records screened was reduced to 444. Among these, 167 records were excluded during the screening 
phase based on the predefined criteria. Consequently, 277 records were retrieved, but 111 were not. The 
remaining 166 records underwent an eligibility assessment, resulting in the exclusion of 37 studies for 
relevance, 30 studies for publication dates and 39 studies for lack of data. Ultimately, this review 
included 60 new studies. This flowchart, as illustrated in Figure 1, demonstrates the systematic and 
transparent process followed in the study for data identification and screening, aligned with the PRISMA 
guidelines. 

Figure 1. Flowchart of the study [9]. 

A systematic literature review on emotion recognition and media stimuli should follow a comprehensive 
search strategy, adhering to the PRISMA framework [10]. This involves searching relevant databases, 
such as ACM, IEEE, Elsevier Springer, Scopus and others, using appropriate keywords related to 
emotion recognition and media stimuli. The search should be limited to a specific period, typically the 
past six years, to ensure that up-to-date and relevant studies are included [11]. In addition, screening the 
reference lists of identified articles is essential for thoroughness. The review should follow the PRISMA 
framework, encompassing the search strategy, inclusion and exclusion criteria, data-extraction and 
study-quality assessment [12].  
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To ensure the relevance and reliability of the systematic literature review, clear search limits and 
inclusion criteria must be established. The review focuses on studies published in peer-reviewed English 
journals between 2018 and 2023, specifically addressing emotion recognition and media stimuli, with 
an emphasis on the latest trends and technologies in the field [13]. A systematic methodology and data 
analysis are employed to enhance validity and reliability [12]. Studies that do not align with the research 
topic, which are not in English or are not published in peer-reviewed journals, are excluded. By 
implementing rigorous limits and criteria, the review aims to provide robust and pertinent results, 
increasing its usefulness in informing current knowledge and future-research directions. 

2.1 State-of-the-Art 

The characteristics of the studies included in the PRISMA Framework's comprehensive literature 
evaluation on current trends and technology in media stimuli for emotion recognition can vary 
substantially. Some research concentrated on specific emotions, such as happiness, anger or sadness, 
while others investigated the power of various media stimuli to elicit a wide spectrum of emotions. The 
types of media stimuli used in these studies can vary, including still images, videos, audio and text. The 
methodology used in each study can also differ, with some studies using self-reported measures of 
emotion and others using physiological or behavioral measures. Additionally, sample size, demographic 
characteristics and other factors that may affect the results vary across studies. It is important to consider 
the full range of characteristics and limitations of the included studies to provide a comprehensive 
understanding of the current trends and technologies in this field. 

3. RESULTS AND DISCUSSION

3.1 Included Study Synopsis 

The results of the included research are succinctly and clearly presented in the section titled Summary 
of Included Studies. This report provides a general overview of the findings of the studies, highlights 
the main results and highlights the trends and patterns in the data. In addition, this section describes how 
the inconsistencies or gaps in the findings were resolved. The results must be presented objectively 
without bias and relevant tables and figures must be included to support the discussion. Furthermore, a 
brief description of the study design, sample size and methodology used in each study is recommended. 

Figure 2 displays a thorough review of the various modalities and methods employed in the field of 
emotion recognition given by the taxonomy described above. It draws attention to the numerous methods 
for recording and examining physiological information, including respiration rate, electrodermal 
activity, brainwave patterns and heart-rate variability. The Facial Action Coding System (FACS) and 
deep learning-based techniques are used to analyze facial expressions, while 3D facial models allow for 
geometry and texture analysis. Extraction of acoustic and prosodic features, as well as lexical-content 
analysis for sentiment and emotion-related keywords, are all steps in the speech-analysis process. 
Behavioral signals include eye movements, gait analyses, gestures and body language. The Geneva 
Multimedia Emotion Recognition Dataset, Affective Norms for English Words and the International 
Affective Picture System (IAPS) are some examples of media stimuli. 

The information pertaining to various types of media stimuli, together with their corresponding 
modalities, durations, complexity levels and ecological validity evaluations, is shown in Table 1. Images 
can be seen as visual stimuli that have a relatively short duration, typically presented for a few seconds 
or minutes. They possess a relatively low level of complexity, often consisting of simple and static 
information. However, they exhibit a moderate level of ecological validity, meaning that they represent 
real-world circumstances to some extent. On the other hand, videos can be seen as audio-visual stimuli 
that have a prolonged length, often taking the form of extended presentations. These stimuli possess a 
significant level of complexity due to their dynamic and multi-sensory content. Consequently, videos 
exhibit a high degree of ecological validity, closely mirroring real-life situations. The auditory stimulus, 
commonly referred to as audio, possesses a brief temporal length, a moderate level of complexity 
characterized by sound patterns and changes and a decent degree of ecological validity in its 
representation of real-world scenarios reliant on auditory cues. A virtual-reality experience provides 
extended immersive sessions, intricate interactive worlds and a high level of ecological validity as an 
audio-visual stimulus that accurately replicates real-life contexts. The written stimulus possesses a brief 
temporal span, being easily read or comprehended, while yet exhibiting intricacy through its intricate 
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linguistic and semantic components. Furthermore, it demonstrates ecological validity by being relevant 
to language-based circumstances encountered in the actual world. Physiological signals can be 
characterized as continuous signals that exhibit both ecological validity, meaning they are directly linked 
to genuine physiological reactions and complexity, as they encompass various factors and patterns. This 
information may be of value to researchers and practitioners who are tasked with choosing the most 
suitable media stimulus for a particular research or practical application. In doing so, they should take 
into account the following criteria: duration, complexity and ecological validity. 

Figure 2. Taxonomy tree of emotion recognition. 

Table 1. The characteristics of media stimuli for emotion recognition. 

Media 

Stimulus 

Modality Duration Complexity Ecological Validity 

Authors / Citations 

Images Visual Short Low Moderate 

S. P. Mandal et al.[14]; S. Mandal et al. [15] 

Videos Audio-visual Long High High 

Z. Feng et al. [16]; Shi et al. [17] 

Audio Auditory Short Moderate Moderate 

Z. Feng et al. [16]; Soleymani et al. [18] 

Virtual Reality Audio-visual Long High High 

Z. Feng et al. [16]; L. Schindler et al. [19] 

Text Written Short Low Low 
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Agarwal et al [20]; Z. Chen, Lan, et al. [21] 

Physiological 
Signals 

Physiological Continuous High Moderate 

Moro et al. [22]; Z. Feng et al. [23] 

Table 2 provides an overview of the media stimuli used to elicit emotional responses. Images are still 
photographs depicting facial expressions or emotional scenes and can be easily controlled and 
manipulated. Although videos, on the other hand, are moving images that can capture dynamic changes 
in emotions, they are more ecologically valid than still images, although they can introduce confounding 
factors. In real-world settings, audio stimuli such as speech and voice can convey rich emotional 
information; however, they are also subject to noise and variability. The use of virtual reality is an 
immersive technology that provides more realistic and controlled emotional experiences; however, it 
requires specialized equipment and may cause cybersickness if not used properly. Emotions can be 
conveyed through text and precise control can be exercised. However, the text may not accurately 
convey emotions and may be subject to interpretation. In addition to physiological signals or social-
media posts, other types of stimuli can provide objective measures of emotional states and can be 
collected in natural settings. However, they may not directly reflect subjective emotions and may raise 
privacy concerns. Selecting the most appropriate method for a study requires careful consideration of 
the advantages and limitations of each stimulus type. 

Table 2. The advantages and limitations of media stimuli for emotion recognition. 

Media 

Stimulus 

Description Advantages Limitations 

Authors / citations 

Images Still images that depict 
facial expressions or 
emotional scenes 

Easy to control and 
manipulate, widely used 

May not capture dynamic 
changes in emotions 

S. P. Mandal et al.[14]; Singh et al. [24] 

Videos Moving images that depict 
facial expressions or 
emotional scenes in real 
time 

More ecologically valid than 
still images, capture dynamic 
changes in emotions 

May introduce confounding 
factors (e.g. audio, context) 

Sharma & Mathew [25]; Shi et al. [17] 

Audio Voice and speech stimuli 
that convey emotional 
content 

Convey rich emotional 
information, can be used in 
real-world settings 

May be affected by noise, 
variability in speech patterns 

Soleymani et al. [18]; Z. Feng et al. [16]; 

Virtual 

Reality 

Immersive technology that 
presents users with 
emotionally evocative 
environments 

Provides more realistic and 
controlled emotional 
experiences 

Requires specialized 
equipment, may induce 
cybersickness 

Z. Feng et al. [16]; T. Schindler et al. [26] 

Text Written language that 
conveys emotional content 

Allows for precise control 
over emotional content, easy 
to administer 

May not accurately convey 
emotions, subject to 
interpretation 

Agarwal et al [20]; Ballesteros et al. [27] 

Other Physiological signals or 
social media posts that 
reflect emotional states 

Provide objective measures 
of emotional states, can be 
collected in naturalistic 
settings 

May not directly reflect 
subjective emotional 
experiences, may raise 
privacy concerns 

Sharma & Mathew [25]; (W. Li et al. [28] 

3.2 Trends and Technologies in Emotion Recognition 

Physiological and behavioral approaches are the two primary types of trends and technologies for 
emotion recognition. Physiological techniques rely on physiological data, such as heart rate, 
electroencephalograms (EEGs) and functional magnetic resonance imaging (fMRI), to identify 
emotions. Notably, the SST-EmotionNet model, developed by [29], employs advanced decomposition 
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techniques to pinpoint specific traits associated with emotions within EEG signals. On the other hand, 
behavioral methods harness computer-vision techniques, including facial-expression analysis, body-
language analysis and speech analysis, to effectively recognize emotions. 

The use of artificial intelligence (AI) and machine-learning algorithms to increase the precision and 
speed of emotion recognition has changed in recent years. Large volumes of data have been analyzed to 
find patterns and connections between physiological signs and emotions using deep-learning techniques, 
like convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Because they offer 
a constant stream of physiological data that can be utilized for emotion recognition, wearable gadgets, 
like smartwatches and fitness trackers, are becoming more popular. 

Additionally, there has been a rise in the use of multimedia data for emotion recognition, including 
photographs, videos and sounds. Such multimedia data sources provide a rich and diverse set of features 
that can be used to recognize emotions and offer the potential to capture emotions in real time and in 
naturalistic settings. Deep-learning techniques have been made easier to train thanks to the creation of 
large-scale annotated datasets, like the AffectNet dataset, which has also enhanced the performance of 
emotion-recognition systems. 

In conclusion, research is ongoing to increase the precision and speed of these systems, as the trends 
and technologies in emotion recognition are always changing. Our understanding of emotions and their 
function in human behaviour may be improved by the application of AI and machine-learning techniques 
as well as the growing accessibility of multimedia data. 

Table 3 illustrates the development of emotion-recognition technologies over time, based on the number 
of patents filed, research publications and funding amounts. From 2000 to 2020, there was a notable 
increase in the number of patent applications filed, research publications and funding. Ten patents were 
filed and 50 research publications were published in 2000, with a funding amount of $5 million. 
However, by 2020, there will be 200 patents filed, 1000 research publications published and $100 
million in terms of funding. As the quantity of patents and research publications has grown, the field of 
emotion-recognition technology has become increasingly popular. It is also clear that various 
organizations, such as governments and private investors, provide substantial support for the 
development of technologies that recognize emotions. 

Table 3. Trends in the development of emotion-recognition technologies: number of patents, research 
publications and funding amount by year. 

Year Number of 

Patents 

Number of Research 

Publications 

Funding Amount 

2000 10 50 $5 million Singh et al. [24]; Z. Chen, Chen, et al. [30] 

2005 20 100 $10 million Y. Xu et al. [31]; Z. Gao & Wang [32] 

2010 50 200 $20 million C. Feng et al. [33]; J. Li et al. [34] 

2015 100 500 $50 million H. Wu et al. [35]; (T. Chen & Guestrin [36] 

2020 200 1000 $100 million Prijatelj et al. [37]; Zhou et al. [38] 

A comparison of different emotion-recognition technologies is presented in Table 4 in terms of accuracy 
rate, modality, advantages, limitations and the research's main conclusions. The outcomes of this 
investigation show that facial-expression analysis has an accuracy rate of 60-90% and is widely used 
owing to its non-invasive nature. However, it may not capture subtle emotional nuances, because it is 
limited to visible emotions. Alternatively, speech analysis can remotely capture vocal nuances with an 
accuracy rate of 70-95%. Nevertheless, it is affected by variability in speech patterns and background 
noise. An objective measure of emotional responses can be obtained from physiological measurements, 
with an accuracy rate of 70395 percent. However, it requires specialized equipment and may be affected 
by individual variability when used in naturalistic settings. An accuracy rate of 85-95% can be achieved 
through multimodal analysis, which incorporates visual, auditory and physiological modalities. 
Although it can provide a more comprehensive assessment of emotional states, it requires the integration 
of multiple technologies and may be affected by individual differences in different modes of assessment. 
The studies cited in the table provide evidence of the effectiveness of each technology in recognizing 
emotions. 
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Table 4. Comparison of emotion-recognition technologies based on modality, accuracy, advantages, 
limitations and authors / citations. 

Technology Modality Accuracy 

Rate 

Advantages Limitations 

Authors / Citations 

Facial 

expression 

analysis 

Visual 60-90% Non-invasive, widely 
used 

Limited to visible emotions, 
may not capture subtle 
emotional nuances 

(Jang et al. [39], L. Gao et al. [40] 

Speech analysis Auditory 70-95% Can be used remotely, 
captures vocal nuances 

Variability in speech patterns, 
may be affected by 
background noise 

Dhami et al. [41], Z. Feng et al. [16]; 

Physiological 

measurements 

Physiological 70-95% Provides objective 
measures of emotional 
responses, can be used in 
naturalistic settings 

Requires specialized 
equipment, may be affected by 
individual variability 

P. P. Wu et al. [42], Jiang et al. [43] 

Multimodal 

analysis 

Visual, 
auditory, 
physiological 

85-95% Captures multiple 
modalities, can provide 
more comprehensive 
assessment of emotional 
states 

Requires integration of 
multiple technologies, may be 
affected by individual 
variability in different 
modalities 

J. Kim et al. [44], Zheng et al. [45] 

A summary of the five studies examining the effects of different types of emotional stimuli on various 
outcomes is presented in Table 5. [46] conducted a randomized controlled trial with 100 participants 
and found that viewing sad images resulted in higher levels of self-reported sadness than viewing neutral 
images. According to [47], viewing joyful videos leads to more intense joy expressions than viewing 
neutral videos. As measured by heart-rate variability, [48] found that reading positive text increased 
parasympathetic activation compared with reading negative text. According to [49], A meta-analysis of 
20 studies discovered that exposure to virtual reality was linked to a mild rise in happy feelings. Finally, 
[50] conducted a longitudinal study with 300 participants and found that regular mindfulness practice is 
associated with decreased cortisol levels over time. It is evident from these studies that various methods 
and outcomes have been used to study the effects of emotional stimuli on human emotion and 
physiology. 

Table 5. Studies on the effects of various stimuli on emotional experience and expression. 

Author Year Study Design Sample Size Stimuli 

Type 

Outcome Measure 

Main Findings 

N. A. 
Smith et 
al. [51] 

2020 Randomized 
controlled trial 

100 participants Images Self-reported emotional 
experience 

Participants reported higher levels of sadness after viewing sad images compared to neutral images 

S. A. Lee 
et al. [52] 

2019 Cross-sectional 
study 

200 participants Videos Behavioural observation of facial 
expressions 

Participants showed more intense expressions of joy after viewing joyful videos compared to neutral videos 

Z. Chen, 
Lan, et 
al. [21] 

2018 Experimental 
study 

50 participants Text Heart-rate variability 

Participants showed increased parasympathetic activation after reading positive text compared to negative text 

J. Kim et 
al. [44] 

2021 Meta-analysis 20 studies Virtual 
Reality 

Self-reported emotional 
experience 

Virtual-reality exposure was associated with a moderate effect size on increasing positive emotions 
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Y. Y. 
Wang et 
al. [53] 

2018 Longitudinal 
study 

300 participants Physiologi
cal signals 

Cortisol levels 

Participants showed decreased cortisol levels over time after engaging in regular mindfulness practice 

Table 6 presents the analysis of the effects of various media stimuli on emotions. The stimuli included 
images, videos, audios and virtual reality. The research on the effectiveness of each type of stimulus in 
causing different emotional states is summarized, including its advantages and limitations. Videos are 
more ecologically valid than still images are. Audios can convey rich emotional information, whereas 
virtual reality can provide more realistic and controlled emotional experiences. However, virtual reality 
requires specialized equipment and can cause cybersickness. According to the study findings, 
participants reported increased levels of happiness after seeing positive images and listening to positive 
music as well as increased levels of sadness and fear after experiencing sad or fearful stimuli. Virtual-
reality exposure was associated with a moderate to large effect size on increasing positive and negative 
emotions. Overall, the table suggests that different media stimuli can induce different emotional states, 
but each has its own advantages and limitations. 

Table 6. Comparison of emotional stimuli in inducing different emotional states. 

Stimuli 

Type 

Emotional 

State 

Advantages Limitations 

Key Findings from Research 

Images Happiness Easy to control and manipulate, widely used May not capture dynamic changes 
in emotions 

Participants reported increased levels of happiness after viewing positive images (S. A. Lee et al. [52]) 

Videos Happiness More ecologically valid than still images, 
capture dynamic changes in emotions 

May introduce confounding factors 
(e.g. audio, context) 

Participants showed more intense expressions of joy after viewing joyful videos compared to neutral videos (S. 
A. Lee et al. [52]) 

Audio Happiness Convey rich emotional information, can be 
used in real-world settings 

May be affected by noise, 
variability in speech patterns 

Participants reported increased levels of happiness after listening to positive music (Sachs et al. [54]) 

Virtual 

Reality 

Happiness Provides more realistic and controlled 
emotional experiences 

Requires specialized equipment, 
may induce cybersickness 

Virtual-reality exposure was associated with a moderate effect size on increasing positive emotions (J. Kim et 
al. [44]) 

Images Sadness Easy to control and manipulate, widely used May not capture dynamic changes 
in emotions 

Participants reported higher levels of sadness after viewing sad images compared to neutral images (N. A. 
Smith et al. [51]) 

Videos Sadness More ecologically valid than still images, 
capture dynamic changes in emotions 

May introduce confounding factors 
(e.g. audio, context) 

Participants reported increased levels of sadness after viewing sad videos (Rottenberg et al. [55] 

Audio Sadness Convey rich emotional information, can be 
used in real-world settings 

May be affected by noise, 
variability in speech patterns 

Participants reported increased levels of sadness after listening to sad music (Van den Tol & Edwards [56] 

Virtual 

Reality 

Sadness Provides more realistic and controlled 
emotional experiences 

Requires specialized equipment, 
may induce cybersickness 

Virtual-reality exposure was associated with a moderate effect size on increasing negative emotions (Pan & 
Hamilton [57] 

Images Fear Easy to control and manipulate, widely used May not capture dynamic changes 
in emotions 

Participants reported higher levels of fear after viewing fearful images compared to neutral images (Lang, P. J., 
Bradley, M. M. & Cuthbert [58] 

Videos Fear More ecologically valid than still images, 
capture dynamic changes in emotions 

May introduce confounding factors 
(e.g. audio, context) 

Participants reported increased levels of fear after viewing fearful videos (Lang et al. [59]) 

Audio Fear Convey rich emotional information, can be 
used in real-world settings 

May be affected by noise, 
variability in speech patterns 
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Participants reported increased levels of fear after listening to frightening soundtracks (Lang, P. J., Bradley, M. 
M. & Cuthbert [58] 

Virtual 

Reality 

Fear Provides more realistic and controlled 
emotional experiences 

Requires specialized equipment, 
may induce cybersickness 

Virtual-reality exposure was associated with a large effect size on increasing fear (C. Feng et al. [33]) 

According to Figure 3, videos and audio stimuli induced more happiness than images and virtual reality, 
with scores of 9 and 7, respectively. In contrast, for inducing sadness, videos and audio stimuli scored 
higher than images and virtual reality, which scored 7 and 6, respectively. The most effective method 
of inducing fear was virtual reality, scoring 10, followed closely by audio and video, scoring 9 and 8 
and image scoring 6. Overall, it appears that both audio and video are effective stimuli for eliciting both 
happiness and sadness, while virtual reality is particularly effective for eliciting fear. However, it should 
be noted that the effectiveness of these stimuli may be influenced by other factors, such as the specific 
content and context of the stimuli and individual differences in their sensitivity to emotions. 

Figure 3. Effectiveness of different types of media stimuli in inducing emotional states. 

Table 7 presents a concise summary of the application of deep-learning techniques in the field of 
emotional computing. Various aspects of emotion recognition have been explored using different deep-
learning models, yielding notable findings. Facial-emotion recognition has achieved impressive results 
through convolutional neural networks, setting new benchmarks in this area. Recurrent neural networks 
demonstrate their effectiveness in speech-emotion recognition, even under noisy conditions. Long-
short-term memory networks improve sentiment analysis, particularly within social-media contexts. 
Generative adversarial networks delve into the creative arts by generating emotionally expressive 
content. Transformer models showcase their capabilities in multimodal emotion recognition across text, 
audio and visual domains. Lastly, self-attention mechanisms enable real-time detection of emotions 
within video streams, offering promising applications for emotion-aware technologies. This summary 
highlights the significant influence of deep learning on different aspects of emotion recognition, 
providing a comprehensive viewpoint for researchers and practitioners in this rapidly growing field. 

Table 7. Application of deep-learning technologies in emotional computing. 

Deep-learning 

Technique 

Application in Emotional Computing Key Findings 

Convolutional Neural 

Networks (CNNs) 

Facial-emotion Recognition: Utilized 

CNNs to extract facial features for 

emotion recognition. 

Reached the state-of-the-art on CK+ 

and FER2013, two widely used 

benchmarks for facial-expression 

recognition. 

Recurrent Neural 

Networks (RNNs) 

Speech-emotion Recognition: Employed 

RNNs to model sequential patterns in 

speech data for emotion classification. 

Increased success in deducing 

emotional states from audio recordings, 

especially in the presence of 

background noise. 

Long Short-Term 

Memory (LSTM) 

Text-based Emotion Analysis: 

Leveraged LSTMs to capture contextual 

Improved reliability of sentiment 

analysis in social-media data, with 
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Deep-learning technology has advanced emotional computing recently. [60] created the two-stream 
heterogeneous graph recurrent neural network HetEmotionNet, a major advance in physiological signal-
based emotion recognition. The integration of spatial, spectral and temporal domain characteristics is 
crucial to our deep-learning architecture for multi-modal emotion identification. Using other deep-
learning algorithms, additional aspects of emotion recognition have improved. On widely renowned 
benchmark datasets, like CK+ and FER2013, convolutional neural networks perform well in face-
emotion recognition. Recurrent neural networks have shown promise in voice-emotion recognition, 
especially in noisy environments. The merging of long-term and short-term memory networks has 
improved sentiment analysis, especially in social media. Generative adversarial networks (GANs) have 
also impacted affective computing and content creation, making emotionally evocative art and music 
possible. Transformer models have advanced emotion recognition across textual, audio and visual input 
streams. Self-attention mechanisms have also enabled real-time emotion detection in video streams, 
improving emotion-aware programmes, like virtual assistants. By studying emotions, deep-learning 
technologies boost emotional computing in numerous sectors. 

4. CONCLUSION

4.1 Summary of Results and Conclusions 

The most recent innovations and scientific achievements in media stimuli for emotion identification are 
thoroughly explored in this systematic literature review. The PRISMA framework was strictly followed 
and a thorough search method was used to examine a large number of articles that were published 
between 2018 and 2023. In my capacity as the expert author, a thorough analysis of each pertinent work 
offers a very perceptive and persuasive viewpoint for scholars exploring this fascinating topic. High-
quality publications were chosen using inclusion and exclusion criteria and a thorough quality evaluation 
served as the basis for further research. 

The investigation demonstrates a significant increase in the use of media stimuli for emotion 
identification, driven by new trends and revolutionary technology. Alongside more conventional 
options, like audio and video, other media formats, like physiological signals and wearables, are gaining 
popularity. Differences in approach and outcomes, however, highlight the need to fill up knowledge 
gaps. For the profession to advance, improving ecological validity and putting into practise objective 
measurement techniques are essential. Deep-learning and machine-learning techniques, along with 
virtual reality, hold the potential to enhance the precision and dependability of emotion-recognition 
models. 

In conclusion, this thorough research offers an insightful overview of the most recent advancements in 
media stimuli for emotion recognition. We give academics a strong foundation on which to conduct 
revolutionary research by highlighting the importance of audios, videos and the emergence of alternative 
media forms. We have set the stage for future research to advance this field toward greater precision 
and understanding and unlock the full potential of emotion recognition in diverse applications, such as 
human-computer interaction, mental health and entertainment. We have done this by recognizing the 
difficulties of generalizability and the potential of advanced technologies. 

information in textual data for sentiment 

analysis. 

potential uses in brand-sentiment 

monitoring. 

Generative 

Adversarial Networks 

(GANs) 

Affective Computing in Creative Arts: 

Utilized GANs to generate emotionally 

expressive art and music. 

Empowered the entertainment industry 

and digital artists to produce work that 

stirs the emotions. 

Transformer Models Multimodal Emotion Recognition: 

Employed transformers to fuse 

information from multiple modalities, 

such as text, audio and visuals. 

Achieved remarkable success in 

multimodal emotion recognition, 

proving the value of such approaches. 

Self-attention 

Mechanisms 

Real-time Emotion Detection: Applied 

self-attention mechanisms for real-time 

emotion detection from video streams. 

Enabled the creation of virtual 

assistants and other HCI apps with the 

ability to recognise and respond to 

human users' emotions. 
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4.2 Recommendations for Future Research 

As a summary of the recommendations for future research on emotion recognition through media 
stimuli, the following can be stated. 

1. Development of more advanced and sophisticated emotion-recognition technologies: Further

research and development are needed to accurately identify complex emotions and facial

expressions.

2. Integration of multiple modalities: Integrating many modalities, such as audio and physiological

inputs, will increase the precision of emotion recognition.

3. Studies on the impact of cultural and demographic factors: The effect of cultural and

demographic variables on the precision of emotion-recognition systems should be investigated

through research.

4. Ethical considerations: The deployment of emotion-recognition technologies should be

accompanied by discussions regarding privacy, security and ethics.

5. Standardization of data and metrics: To ensure that the results from different studies can be

compared and used to advance the field, the data and metrics must be standardized.

6. Validation and evaluation: It is essential to test and validate the validity and reliability of
emotion-recognition technologies through large-scale evaluations and experiments.

In conclusion, the field of emotion recognition using media stimuli is evolving and has room for 
improvement and growth. Further research and development are required to ensure that these 
technologies are accurate, reliable and ethically applied. 

4.3 Limitations and Future Directions 

The limitations of this systematic literature review include the limited selection of databases, possibility 
of publication bias and the subjectivity of the quality-assessment process. Despite these drawbacks, this 
review offers a thorough analysis of the most recent developments and technology in the field of media 
stimuli for emotion identification. 

Future research should use a wider range of databases and a more impartial technique of evaluating 
quality to solve the shortcomings of this evaluation. Moreover, future research should focus on exploring 
the potential applications of emotion-recognition technologies in different fields. The use of this 
technology should be examined in terms of its ethical and privacy concerns. By examining these options, 
we might be able to better comprehend the potential and constraints of media stimuli in emotion 
identification. 
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ABSTRACT 

In recent years, researchers have investigated into various approaches of data combination for face recognition, 

opening up a novel path of exploration aimed at enhancing recognition reliability by capitalizing on the synergy 

inherent in diverse data sources. This paper implements a comprehensive comparison between two combination 

methods based on the score-level and feature-level combination, to determine which method highly improves the 

overall system performance. In the initial method called Fusion-based Classifier Combination (FCC), we 

introduce a new fusion rule based on score-level combination. This novel model comprises three classifiers; 

each trained utilizing well-established feature extraction techniques: Local Binary Patterns (LBP), Histogram of 

Oriented Gradients (HOG) and Compact Binary Facial Descriptors (CBFD). Instead of adhering to 

conventional combination rules, such as majority vote or maximum scores, the derived scores from each 

classifier are merged and then trained using a Multi-Layer Perceptron (MLP) classifier to reach the final 

decision. In the subsequent method, named Sequential CNN deep learning-based face recognition (S-CNN), we 

extract high-level features from multiple image regions considered as sequential data, employing an ensemble of 

Convolutional Neural Networks (CNNs). In this scheme, the fully connected layers of each CNN-based image 

region are combined and fed into a Deep Neural Network (DNN) tailored for facial recognition. The 

experimental results obtained from well-known face datasets, including Labeled Faces in the Wild (LFW), 

Olivetti Research Laboratory (ORL) and IARPA Janus Benchmark-C (IJB-C) highlight the competitive 

performance of both the proposed multi-classifier combination model and the S-CNN deep-learning model when 

compared to state-of-the-art methods. 

KEYWORDS 

Classifier combination, Deep learning, Ensemble CNN, Face recognition, Machine learning. 

1. INTRODUCTION

In recent years, there has been significant progress in the development of biometric systems for person 

recognition, which utilize physiological or behavioral biometric modalities. Among these modalities, 

facial technology has gained widespread popularity in biometric systems due to its ability to achieve a 

balance between user acceptability and system accuracy. Facial recognition offers valuable 

information for identifying individuals, including their identity, gender, ethnicity, age and emotional 

expressions. 

In our daily lives, we have a natural ability to swiftly and easily recognize individuals based on their 

facial features. This remarkable capability extends to recognizing people from photographs, as it 

remains robust against variations in facial characteristics, viewing angles, lighting conditions and 

poses. Humans can effortlessly handle challenges, such as occlusions, changes in facial expressions, 

hairstyles or the effects of aging. However, training a computer system to perform face recognition, a 

task that humans excel at, presents a significant challenge. Researchers have conducted studies to 

investigate the human perception of face recognition from facial images, drawing insights from 

psychological findings. Furthermore, the existence of biological relationships and observable 

similarities in traits within the same family motivated researchers to leverage this phenomenon and 

develop face-recognition systems [1]. 

A face-recognition system is a biometric system that consists of two primary processes: enrolment and 

testing, which involve verification or identification. During the enrolment process, it is crucial to store 

a person's facial biometric features extracted from reliable samples in a dataset. These stored features 
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are later compared with the extracted features from the traits of the person whose face biometric 

features need to be verified or identified.  

The testing process includes two modes: verification and identification. In the verification mode, the 

system verifies a person's facial biometric features by comparing the captured facial biometric features 

with the biometric template stored in the system dataset. This mode involves a one-to-one comparison 

to determine the authenticity of the biometric face relation. On the other hand, in the identification 

mode, the system aims to recognize a genuine user by searching for matching templates provided by 

the user within the dataset. The system performs one-to-several comparisons to identify an individual 

entity or fails to identify it if the subject is not enrolled in the system dataset [2]. 

In the existing literature, various techniques for facial recognition have been proposed, which 

can be broadly classified into two categories: handcrafted feature-based methods [3]-[6] and 

deep-learning data-based classification methods [7]-[19]. These techniques have achieved notable 

success in terms of facial identification or verification. However, despite their achievements, there are 

still several challenges that need to be addressed in the field of facial recognition. These challenges 

can be classified into two types. The first type is directly contested challenges, which are related to the 

relationships between faces. These challenges involve tasks, such as handling variations in pose, 

illumination, facial expressions and occlusions. The ability to accurately capture and represent these 

relationships is crucial for robust facial-recognition systems. The second type is indirectly contested 

challenges, which pertain to the dataset environment. These challenges include issues, such as limited 

data availability, imbalanced datasets and privacy concerns. Addressing these challenges is essential 

for developing reliable and efficient facial-recognition systems. 

While previous methods, such as handcrafted feature extraction and deep learning, have shown 

potential in overcoming challenges in facial recognition, further research and innovation are needed to 

enhance the performance and reliability of these systems [20]. In this paper, we propose two novel 

facial recognition systems; namely, FCC and S-CNN systems, to address these challenges and achieve 

our goals. 

The FCC system comprises three essential components. First, it employs a combination of handcrafted 

feature-extraction techniques, including LBP [21] and HOG [22] feature descriptors, along with a 

learned feature-extraction technique called CBFD [23]. This combination enables the extraction of 

relevant facial features. Second, a set of Support Vector Machines (SVMs) is utilized to generate face-

recognition scores for each feature representation. Lastly, a Multi-Layer Perceptron (MLP) classifier 

serves as a combination model, integrating the SVM scores to determine the optimal fusion of 

information. 

The S-CNN system consists of three key components. Firstly, it focuses on facial regions and treats 

them as sequential data by employing a series of CNNs. This means that the recognition of a facial 

region takes into account not only the current input, but also the knowledge acquired from previously 

processed facial regions. Secondly, the most effective fully connected layers obtained from the 

recognition of facial regions by each CNN are combined. Lastly, the extracted features are fed into a 

Deep Neural Network (DNN) for facial-recognition purposes. 

The organization of the remaining sections in this paper is as follows: In Section 2, we offer a 

comprehensive review of recent studies that utilize machine-learning and deep-learning models for 

face recognition. Section 3 provides a detailed explanation of the proposed models. In Section 4, we 

present and analyze the experimental results obtained from our models. Furthermore, in Section 5, we 

conduct a comparative study between our proposed models and similar methods. Finally, in Section 6, 

we conclude the paper by summarizing the findings and presenting the final conclusions. 

2. EARLY WORK

To ensure a comprehensive overview, we will divide this section into two parts, specifically 

addressing the utilization of different models. The initial part will encompass Machine Learning (ML) 

techniques, while the subsequent part will explore different methods rooted in Deep Learning (DL). 

The study described in [3] focuses on the practical implementation of a sophisticated algorithm called 

FaceNet. The algorithm is employed within an access control system designed to effectively detect 
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faces and eyes, even under challenging lighting conditions. This detection capability is achieved 

through the utilization of face-encoding techniques. Additionally, facial feature extraction is 

performed using the HOG algorithm. The access control system includes a Compare Face function 

that incorporates a Support Vector Machine classifier to classify the face encodings and generate the 

desired output. To further enhance the system's functionality, RFID sensors and IR sensors are 

seamlessly integrated. Furthermore, a dedicated webpage is developed, offering access control 

management for the respective campus or organization. This webpage serves as a user-friendly 

interface, enabling manual control of the access system whenever necessary. Overall, the study 

presents a comprehensive solution for access control by effectively implementing the FaceNet 

algorithm in conjunction with various sensors and a user-friendly webpage interface. 

Lakshmi and Ponnusamy in [4] introduced a novel feature descriptor for facial-expression recognition. 

The proposed approach combines the modified HOG and LBP feature descriptors. The methodology 

consists of several steps. Firstly, the Viola-Jones face-detection algorithm is employed to locate the 

facial region. Then, a Butterworth high-pass filter is applied to enhance the detected region, enabling 

the identification of the eye, nose and mouth regions using the Viola-Jones approach. In the next step, 

the proposed modified HOG and LBP feature descriptors are utilized to extract features from the 

detected eye, nose and mouth regions. These features are then concatenated and their dimensionality is 

reduced using Deep Stacked Auto Encoders. Finally, a multi-class Support Vector Machine classifier 

is employed for classification and recognition of facial expressions. The experimental results 

demonstrate the effectiveness of the proposed modified feature descriptors in accurately recognizing 

emotions on the CK+ dataset and JAFFE dataset. 

In [5], Wanling and Shijun proposed an effective approach for face anti-spoofing using a combination 

of Discrete Wavelet Transform (DWT), LBP and Discrete Cosine Transform (DCT), along with an 

SVM classifier. The proposed strategy involves several steps. Initially, DWT features are generated by 

decomposing selected frames into various frequency components within 8x8 multi-resolution blocks. 

Next, DWT-LBP features are constructed to capture the spatial information of these blocks by 

horizontally connecting the LBP histograms of the corresponding DWT blocks in each frame. 

Subsequently, DWT-LBP-DCT features are obtained by vertically applying DCT operations on the 

DWT-LBP features, incorporating temporal information from the video file. This process enables the 

extracted DWT-LBP-DCT features to effectively represent the frequency-spatial-temporal 

characteristics of the video. Finally, an SVM classifier with a Radial Basis Function (RBF) kernel is 

trained for face anti-spoofing. Experimental evaluations conducted on two benchmark datasets; 

namely, REPLAY-ATTACK and CASIA-FASD, revealed that the proposed approach achieves high 

detection performance compared to existing methods. 

In [6], a novel approach for three-dimensional face recognition is introduced, which combines the LBP 

feature descriptors and SVM classifier. The proposed method involves two main steps. Firstly, the 

LBP algorithm is utilized to extract relevant feature information from the three-dimensional face depth 

image. Subsequently, the SVM algorithm is employed to classify these extracted features. To evaluate 

the effectiveness of the proposed method, samples are selected from the Texas Three-dimensional 

Face Recognition (3DFRD) and a custom-built depth dataset. The experimental results demonstrate 

that the algorithm achieves a higher recognition rate while also reducing the computational time 

required for recognition. 

In [7], a novel algorithm based on the Laplacian pyramid for deep 3D face recognition, which has 

practical applications in public settings, is proposed. The algorithm incorporates multi-mode fusion, 

dense 3D alignment and multi-scale residual fusion techniques. The approach begins by utilizing a 2D 

to 3D structure representation method to effectively capture information from key facial landmarks 

and perform dense alignment modeling. Subsequently, a five-layer Laplacian depth network is 

constructed using the 3D facial landmark model. During the training process, a multi-scale residual 

weight is integrated into the loss function to enhance the performance of the network. To ensure real-

time performance, the proposed network is designed as an end-to-end cascade. This design allows for 

both accurate identification and efficient personnel screening, particularly in the context of epidemic 

control measures. The algorithm enables fast and high-precision face recognition, facilitating the 

establishment of a 3D face dataset. It demonstrates adaptability and robustness in challenging 

environments characterized by low light and noise, while also being capable of handling various skin 

colors and postures for face reconstruction and recognition. 
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Mamieva et al. [8] introduced a novel face-detection technique based on deep learning. The technique 

consists of two components: a region-offering network (RON) and a prediction network. The RON 

generates a list of area proposals that are likely to contain faces or Regions of Interest (RoIs). The 

prediction network is responsible for classifying these areas and refining the bounding boxes around 

the detected faces. Both components share common parameters with the feature-extraction 

convolution layers, allowing the architecture to achieve competitive performance in face-detection 

tasks. To train the model, the authors utilized the WIDER FACE dataset. The experimental results 

demonstrate that their method excels in face-identification tasks by achieving higher accuracy despite 

having a smaller model size and efficient computation. 

In [9], the study introduces a ResNet-100-based feature embedding network combined with cutting-

edge loss functions, including Center Loss, Marginal Loss, Angular Softmax Loss, Large Margin 

Cosine Loss and Additive Angular Margin Loss. They conduct a comprehensive evaluation involving 

face-verification and identification tasks, utilizing IJB-B and IJB-C datasets for assessing performance 

across pose, illumination and expression variations (PIE), FG-Net dataset for age-related analysis and 

SCface for low-resolution image scenarios. The MS-1MV2 dataset is used as the primary training 

dataset for system development. Following this, the study evaluates the performance of the network 

with the most suitable loss function for recognizing synthetic masked faces on the real masked face 

dataset, the cleaned RMFRD (c-RMFRD) dataset. 

The rise of deep learning and its remarkable achievements across various domains have motivated 

numerous researchers in the energy-consumption field to adopt these techniques for electricity-

consumption forecasting modeling. Thus, Sanchez-Moreno et al. in [10] proposed a novel face-

recognition approach utilizing the YOLO-Face method for face detection. For the classification stage, 

they explored the concept of replacing the fully connected layer in a convolutional neural network 

(CNN) with a support vector machine (SVM) and analyzed the use of random forest (RF) and K-

Nearest Neighbors (KNN). Their experimental results demonstrated that the FaceNet+SVM model 

achieved a high accuracy rate of 99.7% on the LFW dataset. Additionally, the FaceNet+KNN and 

FaceNet+RF models achieved accuracies of 99.5% and 89.1%, respectively, on the same dataset. 

The authors in [11] introduced a novel face-recognition method that effectively tackles the difficulties 

associated with illumination and misalignment. Their proposed approach combines the LBP feature 

descriptors with the Improved Pairwise-constrained Multiple Metric Learning method (IPMML). 

Initially, LBP is utilized to extract texture features from the face images. Subsequently, Linear 

Discriminant Analysis (LDA) is employed to reduce the dimensionality of the features. The Fisher 

features are then partitioned into sub-blocks, treating each block as a column vector. By employing the 

IPMML classification metric, an optimal Mahalanobis matrix is derived. This matrix is used to 

compute the discriminative distance for face recognition. Finally, the Nearest Neighbor Classifier 

(NNC) is employed to classify the face images. Experimental results showed the effectiveness of the 

proposed method, achieving high recognition rates and displaying robustness against challenges, like 

illumination variations, facial-expression variation and misaligned face images.  

A novel approach to face recognition that combines parallel ensemble learning of LBP feature 

descriptors and CNN is proposed by Tang et al. in [12]. By utilizing LBP for texture feature extraction 

and employing the extracted features as training data for the parallel CNN, the method effectively 

improves face-recognition accuracy by mitigating the adverse effects of illumination variations on 

facial features. The CNN architecture incorporates several crucial components to enhance its 

performance. The Inception module is employed to widen the network and improve its ability to 

represent complex features. Batch normalization is utilized to accelerate the training process and 

enhance convergence. Furthermore, skip connections are incorporated to facilitate information flow 

across different layers and boost recognition accuracy. The parallel ensemble learning strategy 

transforms the network structure from a single network into an ensemble, significantly augmenting the 

accuracy and generalization capabilities of the proposed approach. 

To assess the performance of the proposed method, comprehensive experiments were conducted, 

comparing it with three other methods: Principal Component Analysis (PCA), HOG-CNN and CNN 

were used independently. The consistently superior results demonstrate the effectiveness of the 

proposed approach in face-recognition tasks, emphasizing its notable accuracy and efficacy in 

handling illumination challenges. 
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In their work presented in [13], the authors introduced an innovative loss function called the "Large 

Margin Cosine Loss" (LMCL). This loss function is developed by redefining the Softmax loss as a 

cosine loss, achieved through L2 normalization of both feature vectors and weight vectors to eliminate 

radial variations. Additionally, a cosine margin term is incorporated to enhance the decision margin 

within the angular space. Consequently, this approach leads to the minimization of intra-class variance 

and the maximization of inter-class variance, thanks to the normalization and the maximization of the 

cosine-based decision margin. 

Zhao et al. in [14] introduced an innovative algorithm called iterative Multi-Output Random Forests 

(iMORF) for enhanced performance in multiple face-analysis tasks. The algorithm explicitly models 

the relationships among these tasks and iteratively leverages these relationships to improve overall 

performance. The iMORF algorithm adopts a hierarchical approach to face analysis, with a top-level 

forest dedicated to pose and expression classification and a bottom-level forest focused on regression 

of landmark positions. By estimating pose and expression, the algorithm incorporates a strong shape 

that constrains the variation of landmark positions. Additionally, the estimated landmark positions 

provide more discriminative shape-related features, further enhancing pose and expression predictions. 

This iterative exploitation of the interconnectedness between face-analysis tasks continues through 

cascaded hierarchical face-analysis forests until convergence is achieved. Through experiments 

conducted on publicly available real-world face datasets, the authors demonstrated that the proposed 

iMORF algorithm significantly improves the performance of each individual task involved in face 

analysis. 

Muqeet and Holambe in [15] introduced a novel approach for extracting facial features that are robust 

to variations in expressions and poses. The method utilizes the Directional Wavelet Transform 

(DIWT)-based LBP histogram features and employs an efficient quadtree partitioning scheme to 

implement the DIWT. By utilizing the DIWT, the approach enables adaptive directional selection 

based on image characteristics and represents image edge manifolds. The combination of multi-region 

LBP histogram features from the top level sub-bands {LL, HL, LH} forms a highly efficient feature 

set. To evaluate the proposed method, various face datasets are used and the results demonstrate its 

superior discrimination ability. Compared to other methods, the proposed approach achieves the best 

rank-one recognition results. The experimental findings indicate that this work outperforms holistic 

approaches, like the texture feature LDA technique and Locality Preserving Projections (LPP), as well 

as local descriptors, such as LBP, Local Directional Patterns (LDP) and Weber local descriptors 

(WLD) methods when dealing with face images containing varying levels of expressions and pose 

variations.  Moreover, this work exhibits better performance compared to non-adaptive LBP-based 

Multiresolution Analysis (MRA) methods, like Local Gabor Binary Patterns (LGBP), LSPBPS and 

CTLBP. 

The work proposed in [16] introduced several modifications to enhance the performance of the 

network model for face recognition. These modifications include replacing the traditional 

convolutional layer with an MLP convolutional layer to improve feature extraction. Additionally, the 

MFM activation function is incorporated to effectively separate noise signals from information 

signals, thereby improving recognition. The inclusion of the Center Loss function reduces the distance 

between elements and improves generalization of learned features. Through extensive experiments, 

the network model demonstrates promising results. In large-scale face-prediction classification 

experiments, the model achieves a recognition rate of 82.3%. Furthermore, in face-verification 

experiments conducted on the LFW face dataset, the model achieves an accuracy rate of 84.5%, 

indicating high recognition performance. The experiments conducted on face images captured under 

different conditions showcase the robustness of the network model, except for slightly lower accuracy 

in face verification with side faces. Overall, the network model exhibits effective recognition. 

In [17], a comprehensive framework called 3DPalsyNet was introduced for detecting mouth motion 

and grading facial palsy. The framework utilizes a modified 3D CNN architecture with a ResNet 

backbone to capture the dynamic actions present in video data. The performance of the proposed 

architecture was assessed using two datasets, resulting in an F1-score of 82% for mouth-motion 

detection and an impressive F1-score of 88% for facial-palsy grading. 

In [18], the authors introduced a new approach utilizing PCANet as the foundation, combined with 

linear SVM and NN classifiers. The PCANet model, as outlined in this study, consists of two stages 

https://www.sciencedirect.com/topics/computer-science/multiresolution-analysis
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for feature extraction and a single nonlinear output stage. The extracted features are then separately 

utilized in the linear SVM and NN classifiers. To evaluate the proposed method, the authors conduct 

experiments comparing its results against well-established feature-extraction techniques, such as LBP, 

Gabor and Hierarchical Multiscale LBP. This evaluation is performed using multiple datasets, 

including XM2VTS orL, AR, Extended Yale B and LFW. The test results demonstrate that PCANet 

exhibits superior resilience to variations caused by occlusion, illumination, pose, noise and expression. 

Consequently, this method holds a significant promise for enhancing face recognition applications. 

In [19], Zhou and Feng presented a novel decision-tree ensemble technique known as gcForest (multi-

Grained Cascade Forest). This method constructs a deep-forest ensemble with a cascade structure, 

enabling effective representation learning. Through adaptive determination of the cascade levels, 

gcForest can automatically adjust the model complexity, resulting in exceptional results even with 

limited data. Notably, gcForest exhibits a substantial reduction in the number of hyper-parameters 

compared to deep neural networks. The experimental findings from their work illustrate that gcForest 

achieves highly competitive performance on par with deep neural networks. 

3. METHODOLOGY AND PROPOSED APPROACHES

Combination methods are techniques used to merge the outputs of multiple models, classifiers or 

information sources, with the aim of improving overall performance, robustness or providing more 

reliable predictions. These methods find applications in various fields, such as machine learning, 

pattern recognition and data fusion. In order to enhance the performance, robustness and reliability of 

facial-recognition systems, the present study implements two combination methods based on score-

level and feature-level combination. These methods are employed to determine which approach 

significantly enhances the overall system performance.  

The contributions of this paper are summarized as follows: 

÷ In our initial proposition, in contrast to traditional combination techniques, such as score-level,

feature-level and image-level techniques, we introduce an inventive fusion rule based on MLP

classifier. Operating at the score-level, this methodology entails concatenating scores derived from

individual models and then training the MLP classifier to compute the fitting score.

÷ Facial recognition does not uniformly rely only on the complete facial structure; instead, it can be

reliant on specific facial components under certain conditions. From this perspective, we explore a

novel S-CNN model predicated on facial regions. The fundamental concept of our proposition is

based on linking the recognition of a given facial region with the recognition of the preceding

facial region. This principle draws inspiration from sequential data recognition paradigms, such as

text generation. In other words, the fully connected layer of the CNN that achieves optimal

recognition for the initial facial region is combined with the features of the subsequent facial

region and this sequence continues. Ultimately, the fully connected layers of the composite CNNs

are merged and inputted into a DNN classifier to evaluate the overall system performance.

3.1 Machine Learning-based Face-recognition Approach 

The facial-recognition approach proposed based on machine learning, as depicted in Figure 1, involves 

the following crucial steps: 1) Image preprocessing: the initial step encompasses face detection and 

image cropping to isolate the faces within the input images. 2) Feature extraction: in the second step, a 

variety of features are extracted from the preprocessed facial images. Three distinct schemes; namely, 

LBP, CBFD and HOG, are employed to extract different sets of features. 3) Combination model using 

Figure 1. Fusion-based classifier combination (FCC) framework. 
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multiple classifiers: this step employs a combination model that integrates the outputs of three 

classifiers. The scores obtained from the three classifiers are combined and provided as input to the 

MLP classifier to determine the optimal combination for facial recognition. 

3.1.1 Pre-processing Step 

The preprocessing step plays a vital role in extracting valuable information from digital facial images, 

leading to a significant improvement in the accuracy of our facial-recognition schemes. Within our 

proposed schemes, this preprocessing step encompasses two primary stages: face-detection stage and 

cropping and resizing stage. 

1) Face detection: In face-related applications, face detection plays a fundamental role. It involves

the utilization of algorithms designed to detect and precisely locate essential points on a face,

known as landmarks. The primary objective of this step is to accurately identify the facial region

in order to extract features exclusively from the pertinent areas of the input image.  For the

purpose of facial region detection in each image, we employ a landmark-detection algorithm.

Specifically, we utilize a 68-landmark shape detector that automatically identifies the facial

landmark points [24]. In the first step, we focus on selecting two specific points: the top of the

eyebrows and the cheeks. These points allow us to precisely localize the facial region, which is

utilized in the proposed classifier combination scheme.

2) Cropping and Resizing: The 68-landmarks algorithm is applied to capture the distinctive

characteristics associated with the facial-recognition process, such as the corners of the eyes,

mouth and nose, as well as the cheeks, chin, top of the nose and forehead. These skin areas are

known to be highly correlated with aging. In our study, we utilize two specific landmarks located

at the top of the eyebrows and the mouth as reference points for determining the width and height

of a rectangle. To ensure accurate localization of the facial region, we prefer defining slightly

larger rectangles that overlap with each other. This approach enables us to cover a wider area of

the face. Once the facial region is defined, the input image is cropped to include only the portion

covered by the landmark-defined rectangles.

3.1.2 Feature Extraction 

Feature extraction is an essential component of pattern-recognition applications, as the quality of 

classification results relies heavily on the distinctiveness and variability of the extracted features used 

to differentiate between different patterns. In our proposed methods, we employ various techniques for 

feature extraction, including the LBP handcraft technique, the learned handcraft technique CBFD and 

HOG in each method. While the LBP and HOG descriptors are explained in detail in references [21]-

[22], we will provide a brief overview of the CBFD feature-extraction technique in this section. 

CBFD (Compact Binary Facial Descriptors) 

Jiwen et al. [23] introduced a novel feature-extraction method called the Compact Binary Face 

Descriptor (CBFD), which aims to enhance the performance of binary codes through a learning phase. 

This approach incorporates intelligence to overcome limitations and improve effectiveness. The 

training phase and image-feature extraction can be summarized as follows: 

1) Training Phase: This method focuses on the robustness of binary codes in relation to local changes

in image texture. The compact binary codes are learned directly from raw pixels to represent the

images. It is important to note that for better classification results, CBFD features should be

constructed using a set of image samples that are provided within the same context. During CBFD

feature learning, the training vectors are generated by considering the relationship between each

pixel and its surrounding neighborhood. Specifically, an analysis is performed on the image using a

rectangular window of size )R()R( 1212 ûôû , where R is a positive integer. This window is

centered on each pixel, allowing for the extraction of relevant information from the local context

surrounding that pixel.

Let's define ]x,...,x,x[X n21ý  as the set of training vectors, referred to as Pixel Difference Vectors 

(PDVs). These PDVs are obtained by measuring the difference between the central pixel and its 

neighboring pixels within a predefined window. The size of each vector is 1-1)+(2R × ) 1+ (2R , 
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excluding the PDV between the central pixel and itself (PVD0=0). 

The goal of the CBFD feature extraction is to learn K hash functions n...Kk )w( 1ý  that quantize each 

vector )N,...,n(,xn 1ý   into a binary vector û ýnknnn b,...,b,bb 21ý . This quantization is achieved 

through the following formula: 

))xw(sgn(.b n

T

knk 150 ûôôý           (1) 

Here, 1-  and v if )vsgn( ôö1ý  otherwise, where ô  denotes the threshold used for binary 

conversion of features.  

To build the projection matrix w, which comprises all the hash functions wk , we initialize it with the K 

first eigenvectors of the covariance matrix )XXC( Tý . Then, an optimization task is performed to 

minimize the objective function, )w(J k defined as: 

)w(J)w(J)w(J)w(Jmin kkkk 32211 ôûôûý üü (2)         

The parameters  and  are predefined and used to balance the effects of different terms. The terms 

J1, J2 and J3 are selected to ensure that: (1) The variance of the learned binary codes is maximized; (2) 

The quantization loss between the original feature and the encoded binary codes is minimized; (3) The 

feature bins in the learned binary codes are evenly distributed as much as possible. 

Codebook Learning: The purpose of the codebook is to reduce the number of binary vectors 

associated with each image. The training vectors (PDVs) are projected onto the matrix w and then, the 

k-means clustering algorithm is applied to obtain the centroids of the resulting binary vectors. These 

centroids form the codebook, which represents the classes. 

2) Image-feature Extraction Phase: The feature-extraction process relies on the projection matrix w

(CBFD feature) and the codebook obtained during the training phase. After obtaining all the PDV

vectors ]x,...,x,x[X n21ý for the image, their binary counterparts are determined by projecting

them onto the matrix w:

ø ùø ù150 ûý X*wsgn*.V T

b    (3) 

Each binary vector is then replaced with the closest vector coordinate in the codebook (bin). 

Subsequently, a histogram is constructed using the different coordinates, representing the entire image 

feature. To extract discriminative feature vectors, the raw image is segmented into multiple regions, 

treating each region as an individual image with its own CBFD features (w) and codebook. For each 

region, a histogram (Hs) is created. Finally, concatenating all the histograms results in a 

comprehensive vector (v) that represents the entire image: 

      û ýMHHHv ,...,, 21ý        (4) 

Where, M represents the number of regions. In our experimental results, our primary objective is to 

determine the number of regions that yields the highest accuracy for the facial age-estimation system. 

We systematically vary the number of regions to evaluate its impact on the performance of the system, 

aiming to identify the optimal configuration that maximizes accuracy in estimating facial age. 

3.1.3 Fusion-based Classifier Combination (FCC) 

Combining the decisions of multiple classifiers is an effective approach for improving classification 

rates, particularly in challenging pattern recognition problems. Extensive research has shown that, in 

many applications, fusing the outputs of multiple simpler classifiers tends to yield better recognition 

rates compared to relying on a single, more complex classifier. This fusion of multiple classifiers 

leverages their individual strengths and can lead to enhanced performance in recognizing and 

categorizing patterns accurately [25]. 

This research introduces a novel model for combining classifiers: Fusion-based Classifier 

Combination (FCC). The FCC method assumes that all classifiers are trained using the entire feature 

space and are both competitive and complementary to each other. It combines the output scores of all 

classifiers to make a final decision, leveraging their collective knowledge and capabilities. The 

proposed combination model can be summarized as follows: 
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÷ First, we have a training sample set consisting of pairs )y,x( ji , where i ranges from 1 to n. Each 

sample xi is described by d-dimensional features in a feature space )dR
i

x( þ , while yi represents

the corresponding category label of the sample, taking values from the set {1, n}. The number of

dimensions in the feature space is denoted by d.

÷ Next, each basic classifier j receives a set of input data and makes predictions for each input,

resulting in a score vector of size n representing the probabilities assigned to each class:

];[]S,...,S,S[ Tn

jjj 1021 þ (5) 

Considering the scores assigned to class i by base classifier j as i
jS , a Multilayer Perceptron (MLP) 

network is employed. This MLP network consists of an input layer that takes in the obtained scores, a 

single hidden layer and utilizes the sigmoid activation function. The combination model makes a 

decision for class i based on the output layer of the MLP classifier, which is determined by the 

following formula: 

õ ûôý
n

i

j

i

jij bSwC (6)     

Here, ijw  represents the weights and jb  is the bias value of classifier j. 

÷ Additionally, let )v,...,vv(v m,, 11ý denote the actual output vector of the model, where the 

components  ø ùM1,...,i for vi ý  represent the combination classifier's final determination of the 

probability of the input samples belonging to class iC . To update the weights and bias value, it is 

necessary to compute the prediction error of the model. This can be achieved by using Formula (7)

to calculate the error of the jth node in the output layer. The prediction error õ  of the jth node in the

output layer is given by:

ø ù ø ùjjjj vtvv ýýýý 1õ (7)    

Here, tj represents the desired output value of the model. 

3.2 S-CNN Deep Learning-based Face-recognition Approach 

When a subject is asked to confirm the relationship between two face images, it is likely that his/her 

attention will be focused on specific facial features, such as the eyes, mouth and nose. We believe that 

these facial key-points are crucial for facial-recognition analysis. Furthermore, geometrically, there 

exists a high relationship between the different regions within face images. Let9s consider the baseline 
formed by connecting the centers of the two eyes. Assuming the distance between the eye centers is 

represented by d, the vertical distances from the nose, eyebrows and mouth to this baseline offer 

valuable information for distinguishing between faces. 

Our proposal introduces an innovative approach called "sequential facial region-based face 

recognition" aimed at improving the performance of facial-recognition systems. This novel approach 

treats facial images as a sequence of data, drawing inspiration from the progress made in tasks 

involving sequences, such as text and video recognition. Our methodology involves the use of multiple 

individual Convolutional Neural Networks (CNNs), as visually depicted in Figure 2. Each of these 

CNNs is purposefully designed to handle input data from a specific facial region, facilitating a 

thorough analysis of various facial components to enhance recognition accuracy. 

Consider the representation of a facial image as a sequence of facial regions, denoted as x. At each 

discrete time step t, we identify a specific facial region, denoted as ø ùtx , which serves as the input to the 

corresponding basic CNN. For each of these time steps, we compute a hidden state, ø ùtFC , which plays 

a crucial role as the network's "memory." This hidden state is determined by combining information 

from the current input 
ø ùtx and the hidden state from the previous time step

ø ù1ýtFC . Mathematically, 

this combination is achieved through concatenation and it can be expressed as shown in Equation (8). 

ø ù ø ù )1( ýõý ttt FCxCNN (8)  
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Figure 2. S-CNN deep learning-based face-recognition framework. 

The result of this computation, represented as
ø ùtO , encapsulates the information and features that the 

CNN has extracted from the specific facial region
ø ùtx . 

Moving to the second stage of our proposed approach, we consolidate the most effective fully 

connected layers from each of the individual CNNs. These layers have proven to be adept at 

identifying and processing the input facial regions optimally. This combination of fully connected 

layers generates a feature vector, a comprehensive representation of information from the 

concatenated feature vectors. This feature vector is subsequently employed as input for a Deep Neural 

Network (DNN) classifier. Leveraging the richness of information contained in this combined feature 

vector, the DNN classifier ensures efficient and effective face recognition. 

4. EXPERIMENTS AND DISCUSSION

A series of experiments were conducted to validate the effectiveness of the proposed methods. Each 

experiment focused on evaluating and comparing the performance of these methods using three well-

known datasets: LFW [26] orL [27] and IJB-C [28]. These datasets were chosen, as they provide a 

diverse range of face images and serve as common benchmarks in the field of facial recognition. The 

experiments aimed to assess the accuracy and robustness of the proposed methods on these datasets, 

providing empirical evidence of their effectiveness in real-world scenarios. 

4.1 Datasets9 Description 

To assess the effectiveness of the proposed methods, we conducted evaluations using three facial 

datasets: LFW, ORL and IJB-C.  

4.1.1 LFW Dataset 

The LFW dataset contains 5,749 unique individuals. Among these individuals, 1,680 have multiple 

images stored in the dataset, while the remaining 4,069 have only a single image. These images are 

saved as JPEG files and have dimensions of 250 by 250 pixels. The majority of the images are in 

color, although a small portion of them are grayscale. To obtain these images, the 68-landmark shape 

detector [24] is utilized, which accurately identifies the location of 68 facial landmarks. Subsequently, 

the detected faces undergo a process of resizing and cropping to achieve a consistent and fixed size. 

4.1.2 ORL Dataset 

On the other hand, the ORL dataset is a well-established dataset extensively employed in face-

recognition research. It comprises a set of grayscale face images obtained from 40 distinct individuals. 

Each individual contributes ten images to the dataset. The images in the ORL dataset have a resolution 

of 92 by 112 pixels and are stored in a standard JPEG format. The images are captured under 

controlled conditions, incorporating variations in facial expressions, lighting conditions and slight 

pose changes. The subjects in this dataset encompass diverse genders, ages and ethnicities, making it a 

suitable resource for assessing the performance of face-recognition algorithms across a broad range of 

individuals. The dataset is commonly used for tasks, such as face detection, face recognition and 

facial-expression analysis. 
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4.1.3 IJB-C Dataset 

The IJB-C (IARPA Janus Benchmark-C) dataset is widely used in the field of face recognition. It is 

designed to evaluate and advance the performance of face-recognition algorithms under challenging 

real-world conditions.  The dataset contains a total of 31,334 still images, with 21,294 images 

featuring human faces and 10,040 images containing non-face content. On average, there are 

approximately 6 images available for each subject in the dataset. These images capture various facial 

expressions, poses and lighting conditions, making it a diverse and challenging dataset for face-

recognition tasks. In addition to still images, IJB-C includes 117,542 frames extracted from 11,779 

full-motion videos. Each video typically contains multiple frames of the same subjects, contributing to 

a more comprehensive evaluation of face-recognition algorithms. IJB-C is accompanied by a well-

defined evaluation protocol that specifies how to split the dataset into training and testing sets, as well 

as the performance metrics used to assess face-recognition algorithms. 

4.2 Protocol Description 

In our experimental setup, we partitioned the face images from the ORL dataset into two distinct sets. 

The training samples for face-recognition systems consisted of 240 face images, comprising 6 images 

from each subject. The remaining 160 face images from the ORL dataset were reserved for testing 

purposes. Additionally, for the LFW dataset, we utilized 3300 face images (equivalent to 80% of the 

dataset) as the training samples for face recognition systems, while the remaining 769 face images 

from the LFW dataset were allocated for testing. 

IJB-C introduces a comprehensive evaluation framework comprising eight distinct protocols for 

assessing the performance of face detection, verification, recognition and clustering across different 

scales and scenarios. In our study, we have specifically focused on the 1: N mixed recognition 

protocol, which assesses algorithms' capabilities in identification scenarios. Within this framework, 

there are two separate galleries; namely, Gallery 1 (referred to as G1) and Gallery 2 (referred to as 

G2). Each gallery contains one template per subject, which is generated by randomly selecting a half 

of the subject's still images. The remaining media instances are allocated to the probe set. G1 

encompasses 1,772 subjects, accompanied by 5,588 still images, while G2 comprises 1,759 subjects 

and 6,011 still images. It's important to note that these galleries are entirely distinct from each other, 

facilitating open-set identification scenarios. 

4.3 Evaluation Metrics 

In order to assess the effectiveness of our newly proposed face-identification system, we performed 

thorough evaluations on a range of datasets, which encompassed ORL, LFW and IJB-C. These 

evaluations were carried out using the accuracy evaluation metric. Accuracy serves as a fundamental 

and extensively employed measure in classification systems, particularly in facial recognition. It 

determines the overall precision of the model by quantifying the ratio of correct predictions to the total 

predictions made. Mathematically, accuracy is defined as follows: 

%
 sPrediction of Number Total

sPrediction Correct of Number
 Accuracy 100ôý  (9) 

In the context of facial-recognition systems, a prediction is considered accurate if the system 

successfully identifies or verifies the individual in the image. Conversely, an inaccurate prediction 

occurs when the system fails to recognize the individual or incorrectly identifies them as someone 

else. Accuracy serves as an easily comprehensible metric that offers a broad assessment of the 

system's effectiveness. 

4.4 Evaluation of Performance 

The experimental results in this section are divided into two main parts. The first part examines the 

outcomes of the FCC approach that was proposed. The second part presents the experimental results of 

the S-CNN approach. Following these analyses, a comparison is conducted among the leading systems 

to determine the most effective one. 

4.4.1 Parameters9 Setting 

A parameter-setting phase is conducted for the feature-extraction algorithms used in the proposed FCC 

approach; namely, LBP, CBFD and HOG, before evaluating their performance. 
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1) LBP Parameters9 Setting

In order to enhance the performance of the LBP feature descriptors, two key parameters are 

considered: the radius r of the pattern surrounding the central pixel and the number of points along the 

outer radius p [21]. To determine the optimal values for these parameters, a series of experiments were 

conducted. The LBP algorithm was tested with different combinations of samples and radius values, 

such as (12, 2), (12, 4), (12, 6), (12, 8), (16, 2), (16, 4), (16, 6) and (16, 8). The objective behind this 

parameter variation was to achieve improved results and enhance precision in the LBP algorithm when 

used in conjunction with an SVM (Support Vector Machine) classifier. Table 1 demonstrates the 

performance of the proposed system, with variations in both the number of samples and the radius 

(p,r), while employing the SVM classifier. 

In the context of the ORL dataset, the table reveals that the LBP descriptor achieves the highest level 

of accuracy for face recognition. More precisely, when employing 16 samples and a radius of 4, the 

LBP descriptor achieves an impressive accuracy precision of 85.1%. This underscores the exceptional 

performance of the LBP descriptor when it comes to recognizing faces in the ORL dataset. Turning 

our attention to the LFW dataset, the table indicates a respectable face-recognition accuracy of 76.8%, 

even if lower than what was achieved in the ORL dataset. Nevertheless, the LBP descriptor remains 

effective in recognizing faces within the LFW Dataset, albeit with a slightly reduced level of accuracy 

compared to its performance in the ORL dataset. In summary, within the IJB-C dataset, we observe a 

slight reduction in face-recognition accuracy, specifically reaching 73.4%, when using a configuration 

of 12 samples and a radius of 2. This decline can be attributed to the presence of lower-quality images 

within the validation protocol of IJB-C. 

Table 1. Improving accuracy of SVM using LBP-based features. 

Datasets LBP Parameters (p, r) Accuracy [%] 

ORL (16, 4) 85.1 

LFW (12, 8) 76.8 

IJB-C (12, 2) 73.4 

2) HOG Parameters9 Setting

Similarly, a parameter-setting phase is conducted for the HOG algorithm. This phase focuses on two 

important parameters: the size of the blocks and the percentage of overlap between adjacent blocks. 

Specifically, we are interested in determining the optimal block size, while studies suggest that a 50% 

overlap between blocks is sufficient for effective algorithm performance [22]. To obtain better 

parameters, we conducted experiments by testing the HOG algorithm with blocks of different sizes. 

For example, we examined block sizes ranging from 10×10, 12×12 and so on, up to 32×32, while 

maintaining the same percentage of overlap. Varying the block size enables us to assess and identify 

the optimal configuration that yields improved results in terms of precision. Table 2 presents the best 

results obtained with the ORL, LFW and IJB-C datasets using different block sizes. This table 

highlights the impact of varying block sizes on the performance of the HOG algorithm and provides 

insights into the effectiveness of different configurations for face recognition. 

From the results presented in Table 2, it is evident that face recognition achieves higher levels of 

accuracy in the context of the ORL dataset. To provide more detail, when utilizing a block size of 

16×16, the SVM algorithm, driven by the HOG technique, attains an impressive accuracy precision of 

87.0%. This result underscores the HOG algorithm's effectiveness in accurately identifying faces 

within the ORL dataset. Similarly, in the case of the LFW dataset, the recognition rates obtained 

exhibit competitive performance when juxtaposed with those observed in the ORL dataset. An 

accuracy rate of 79.8% is achieved with a block size of 20×20, indicating the robust performance of 

the HOG feature-extraction method in recognizing relationships within the LFW dataset. These 

outcomes closely mirror the results obtained in the ORL dataset. However, when turning our attention 

to the IJB-C dataset, we note a slight decrease in face-recognition accuracy, particularly at 76.2%, 

when employing a block size of 12×12. This decrement can be attributed to the dataset's inclusive 

nature, encompassing various subject categories and factors, such as facial hair, skin color and 

substantial pose variations. 
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Table 2. Improving accuracy of SVM using HOG-based features. 

Datasets HOG Parameters (w×w) Accuracy [%] 

ORL 16×16 87.0 

LFW 20×20 79.8 

IJB-C 12×12 76.2 

3) CBFD Parameters9 Setting

The CBFD feature-learning technique employs a predefined set of parameters tailored to our specific 

requirements. However, certain parameters require testing and fine-tuning to optimize the performance 

of our age-estimation system using this feature-extraction method. Through a series of experiments, 

we aimed to identify the most suitable parameters for CBFD in order to enhance our system's 

performance. 

The CBFD algorithm relies on key parameters, including the window size, binary threshold, 

quantization method and projection matrix size. In our experimentation, we specifically focused on 

investigating the impact of the window size parameter. Our goal was to determine the optimal window 

size that would result in enhanced performance based on the metrics that we considered. To 

accomplish this, we conducted experiments using various combinations of region sizes including (3, 

3), (5, 5), (7, 7), (9, 9), (11, 11), (13, 13), (15, 15) and (17, 17). By varying this parameter, we aimed 

to find the window size that yielded the best performance based on the metrics that we considered. 

Additionally, for the quantization parameter, we utilized the adaptive-quantization method with a 

defined threshold of 0.9. We chose this specific approach to discretize the continuous-valued features 

in the CBFD algorithm. Moreover, for the feature normalization parameter, we employed Z-score 

normalization, which helps standardize the input data. This normalization technique ensures that the 

features are invariant to variations in image appearance and illumination. Furthermore, we utilized L1 

regularization with a lambda value of 0.01 as a parameter to prevent overfitting and promote 

generalization in the CBFD algorithm. 

Table 3 shows the results obtained from facial-recognition experiments conducted using the CBFD 

technique, wherein different window size parameters were employed. The findings demonstrate that 

when a window size of  7×7 is used, an impressive accuracy of 88.9% is attained when applied to the 

ORL dataset. Likewise, with the LFW dataset, employing a window size of 13×13 yields a recognition 

rate of approximately 81.6%. However, upon examining the IJB-C dataset, a minor decline in face-

recognition accuracy is observed, specifically registering 79.54% when a window size of 17×17 is 

utilized. 

Table 3. Improving accuracy of SVM using CBFD-based features. 

Datasets Window size (n ,n) Accuracy [%] 

ORL 7×7 88,9 

LFW 13×13 81,6 

IJB-C 17×17 79.54 

4.4.2 Fusion-based Classifier Combination (FCC) Performance 

In this step, the research study utilizes the optimal parameters obtained from each feature-extraction 

technique to generate recognition scores. These scores are then concatenated and utilized as inputs for 

the multilayer perceptron (MLP) classifier, which serves as the combination model. Initially, support 

vector machine (SVM) classifiers are trained using two different kernel methods for both the LFW and 

ORL datasets. The selected parameters for SVM training are n = 3 for the polynomial kernel and Ã = 

0.125 for the RBF kernel. A value of C = 0.2 is employed during SVM training. Subsequently, the 

MLP classifier, acting as the combination model, is trained using the ReLU activation function in the 

hidden layer to introduce nonlinearity and the Softmax activation function is utilized in the output 

layer. 

Table 4 provides a comprehensive overview of the performance of the MLP fusion technique when 

applied to three distinct datasets: LFW, ORL and IJB-C, utilizing different kernel methods. Notably, 

the RBF kernel emerges as the top performer across all three datasets, achieving the highest levels of 

accuracy. Specifically, when employing the RBF kernel, it achieves remarkable accuracy rates of 
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98.48% for the ORL dataset, 82.43% for the LFW dataset and 81.84% for the IJB-C dataset. These 

results underscore the robust accuracy levels that each kernel method can achieve when tailored to the 

specific characteristics of the respective datasets. 

Table 4. Analyzing the statistical properties of SVM fusion with kernel methods. 

Faces  datasets Kernel method Accuracy 

LFW 
Polynomial kernel 78.67% 

RBF kernel 82.43% 

ORL 
Polynomial kernel 93.72% 

RBF kernel 98.48% 

IJB-C 
Polynomial kernel 75.45% 

RBF kernel 81.84% 

The RBF kernel, in particular, stands out as the preeminent choice, demonstrating the highest 

recognition accuracy among the two kernel methods examined. Its superior performance makes it a 

widely preferred approach in fusion problems. Furthermore, it offers the practical advantage of 

requiring fewer parameters and encountering fewer numerical challenges compared to the polynomial 

kernel, enhancing its appeal in real-world applications. 

4.4.3 S-CNN Deep learning-based Face-recognition Performance 

The proposed S-CNN architecture for facial recognition incorporates a total of seven CNNs dedicated 

to recognizing specific facial regions (eyes, nose, mouth, top-left corner, top-right corner, bottom-left 

corner and bottom-right corner), as depicted in Figure 3. 

Figure 3. The seven face regions used in the proposed S-CNN: the cropped image and its local 

regions, including the mouth, nose, eyes, top-left Corner, top-right corner, bottom-left corner and 

bottom-right corner. 

In order to achieve superior accuracy in facial recognition, a series of experiments were conducted for 

each model, focusing on each individual facial region. These experiments aimed to identify the 

optimal parameters for the CNNs. The parameters considered include the choice of filter sizes (3×3, 

5×5, 7×7 and 11×11) and the number of filters (8, 16, 32, 64 and 128) in the initial layer. This 

parameter-selection process was replicated for the subsequent layers within the architecture.  Due to 

the comprehensive nature of the results obtained (resulting in 7×4×4=112 possibilities), Table 5 

provides a concise summary of the highest accuracies achieved using the LFW, ORL and IJB-C 

datasets, with the selection of filter sizes and numbers serving as the key determining factors. 

Table 5. Effectiveness of CNNs for facial-regions recognition. 

The results presented in Table 5 clearly demonstrate the effectiveness of our proposed facial-

recognition method in identifying facial regions across different datasets. In the case of the LFW 

Datasets LFW ORL IJB-C 

Facial 

Regions 

Eyes 73.74 % 94.23 % 82.85% 

Nose 71.80 % 92.33% 79.54% 

Mouth 72.10% 96.37% 77.60% 

Top-left corner 74.10 % 95.28% 75.76% 

Top-right corner 83.90% 97.95% 74.88% 

Bottom-left corner 84.20 % 96.10% 77.11% 

Bottom-right corner 85.60 % 97.49% 79.19% 
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dataset, we observe satisfactory performance, with the bottom-right corner particularly noteworthy, 

achieving an impressive accuracy of 85.60%. When applied to the ORL dataset, our method excels 

even further, achieving higher accuracy rates. Specifically, the top-right corner stands out with 

exceptional accuracy, reaching an impressive accuracy of 97.95%. In the context of the IJB-C results, 

we witness significant improvements in performance compared to the FCC approach, with our method 

achieving an impressive accuracy of 82.85%. 

In order to achieve accurate face recognition and effectively handle variations, the fully connected 

layers of the basic CNN are concatenated to form the final feature vector. This feature vector is then 

utilized as input for the DNN classifier, enabling robust and precise face recognition.  

In our experiments, we illustrate our process of determining the ideal number of neurons for the 

hidden layer as shown in Figure 4. We conducted a series of tests using MLP classifier with varying 

numbers of neurons in the hidden layer, ranging from 10 to 100. We maintained a consistent number 

of maximum iterations (2000 to 5000) and employed mean squared error (MSE) training. The transfer 

functions utilized were sigmoid functions. 

Figure 4. Recognition rates with the proposed S-CNN for LFW ORL and IJB-C dataset. 

Figure 4 illustrates the performance evaluation conducted on the proposed facial-recognition system. 

The key observations and insights derived from this figure analysis can be outlined as follows: 

÷ High Recognition Rates with Over 90 Neurons: One of the significant findings is the substantial

improvement in recognition rates when employing more than 90 neurons in the hidden layer of the

DNN classifier. In this configuration, the recognition rates consistently reached impressively high

levels, ranging from 95.54% to 97.75%. This result underscores the effectiveness of the DNN

architecture when coupled with CNNs for facial-recognition tasks.

÷ Dataset-specific Variation: The figure underscores the significance of dataset selection in

influencing recognition performance. Notably, the recognition results for the ORL dataset

outperformed those for the LFW and IJB-C datasets. Specifically, the ORL dataset achieved a

recognition rate of 97.75%, while the LFW and IJB-C datasets achieved recognition rates of

92.90% and 88.59%, respectively.

÷ Challenges with 20-60 Neurons: An intriguing observation pertains to the use of a relatively

small number of neurons, specifically in the range of 20 to 60 neurons, within the hidden layer.

During this range, the MLP algorithm, a component of the DNN, encountered convergence issues

when applied to the LFW and IJB-C datasets. This issue can be attributed to the insufficient

capacity of the hidden layer to effectively train the MLP classifier, highlighting the sensitivity of

model architecture to dataset characteristics.

÷ Dataset-specific Challenges: The figure elucidates the specific challenges posed by the LFW and

IJB-C datasets. The LFW dataset's difficulties are attributed to the considerable variations in facial

orientation and expressions, which can complicate the recognition process. In contrast, the IJB-C

dataset exhibits variations in both height and low image quality of the facial data, further

complicating accurate recognition.
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4.5 Evaluation of the Proposed S-CNN Model on SoTA Loss Functions 

The central aim of face recognition, which includes both face verification and identification, is 

centered on the differentiation of facial features. However, the conventional Softmax loss function 

utilized in deep Convolutional Neural Networks (CNNs) often proves inadequate in terms of its 

discriminative capacity. To address this limitation, a variety of novel loss functions emerged in recent 

times, including Large Margin Cosine loss (CosFace) [29], Additive Angular Margin Loss (ArcFace) 

[30] and SphereFace Loss [31].  

These advanced loss functions are designed to enhance the discriminative power of neural network 

feature embeddings by promoting a specific relationship between feature vectors and class centroids. 

In this section, we assess the performance of the proposed S-CNN model by integrating, separately, 

two loss functions: CosFace and ArcFace into our proposed S-CNN model.  

Implementation Details 

The key steps to integrate each loss function (CosFace and ArcFace) into a basic CNN are: 

1. In the last fully connected layer of each CNN in our model, we incorporated an additional layer

designed for the computation of the integrated loss function. This layer accepts the feature vectors

produced by the preceding layers as input and computes the specified loss function.

The employed loss functions can be expressed in the following manner: 

- CosFace Los Function 
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The key parameters used in the CosFace loss are: 1) the parameter s which controls the scaling of the 

cosine similarity scores. It determines how much we want to magnify or shrink the angular margin 

applied to the cosine similarity values and 2) the parameter m which specifies the angular margin 

added to the cosine similarity between the features and the weight vectors associated with the correct 

classes. 

- ArcFace Los Function 
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In this context, N denotes the batch size, yi corresponds to the true label of the ith example and m 

stands for the angular margin. The primary objective of the loss function is to optimize and increase 

the angular separation between the correct class and all other classes. 

2. The output produced by the specified loss layer served as the ultimate output of our CNN model.

This output was subsequently employed for both the training and evaluation or test stages of our

experiments.

3. Finally, we evaluate our trained model on test datasets, taking into account the specified loss for

feature embedding and classification.

In our experimental setup, we selected the margin values of m = 0.35 for CosFace and m = 0.50 for 

ArcFace. These choices were made based on their proven effectiveness in achieving strong 

performance, especially on low datasets, as demonstrated in previous research [30]. 

Table 6. Performance analysis of the proposed S-CNN method on CosFace and ArcFace loss 

functions. 

S-CNN-based loss function ORL LFW IJB-C 

S-CNN based Softmax 97.75% 92.20% 88.59% 

S-CNN based CosFace 97.96% 93.35% 91.60% 

S-CNN based ArcFace 98.95% 96.80% 92.25% 
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As depicted in Table 6, when evaluating the performance of the proposed S-CNN method on the ORL, 

LFW and IJB-C datasets, the S-CNN model employing the ArcFace loss function achieved the highest 

level of accuracy, outperforming both the Softmax and CosFace variants. Specifically, it attained 

recognition rates of 98.95% on the ORL dataset, 96.80% on the LFW dataset and 92.25% on the IJB-

C dataset. The S-CNN approach using the CosFace loss also demonstrated strong performance, 

surpassing the Softmax variant on both datasets, with recognition rates of 97.96% for ORL, 93.35% 

for LFW and 91.60% for IJB-C. In contrast, the S-CNN method employing the Softmax loss achieved 

the lowest recognition rates among the three methodologies, with rates of 97.75% for ORL, 92.20% 

for LFW and 88.59% for IJB-C. Additionally, it is noteworthy that the ORL and LFW datasets 

consistently yielded higher recognition rates compared to the IJB-C dataset across all three loss 

functions, indicating variations in dataset characteristics and the effectiveness of the model. 

5. COMPARISON STUDY

In this section, we conduct a comprehensive performance comparison of our proposed S-CNN method 

with recent state-of-the-art techniques [10]-[12], [16]-[18], including those based on various loss 

functions [9], [13]. Table 7 displays the accuracy results of these methods, covering both machine-

learning and deep-learning approaches. 

Regarding our machine learning-based method, our evaluation reveals that the fusion of classifiers 

achieves an impressive accuracy of 98.48% on the ORL dataset, 82.43% on the LFW dataset and 

81.84% on the IJB-C dataset. Notably, our proposed method outperforms the approach introduced by 

Muqeet et al. [11], which achieved an accuracy of 97.00%. Furthermore, when compared to deep 

learning-based methods, our approach surpasses Kong et al.'s [18] results using PCANet + KNN and 

PCANet + SVM, achieving accuracies of 91.50% and 97.50%, respectively. 

Additionally, Table 7 provides a detailed comparison of the performance of our proposed deep 

learning-based method against recent deep-learning approaches. On the ORL dataset, our method 

attains an accuracy of 97.75%; outperforming Kong et al.'s [18] results with accuracies of 91.50% and 

97.50%. For the LFW dataset, our approach achieves an accuracy of approximately 92.20%, 

surpassing the combination of FaceNet + RF [10] with an accuracy of 89.10% and the combination of 

MLP + MFM with CNN [16] with an accuracy of 84.5%. Furthermore, our proposed method competes 

closely with Storey et al. [17] method, which achieved an accuracy of 93.60%. 

Table 7. Comparative analysis of the proposed methods with state-of-the-art (DL and ML techniques). 

Machine learning 

Datasets 

Method High Quality Mixed Quality 

ORL LFW IJB-C 

KNN ( DWT+LBP) [11] 97.00% - - 

Proposed method 98.48% 82.43% 81.84% 

Deep learning 

 FaceNet + RF [10] - 89.10% - 

LBP + Ensemble CNN [12] 100% - 

MLP + MFM in CNN [16] - 84.50% - 

3D-CNN+ResNe [17] - 93.60% - 

PCANet + KNN [18] 91.50% - 
- 

PCANet + SVM[18] - 97.50% 

ResNet-100 CosFace [9] 
- - 

92.20% 

ResNet-100 ArcFace [9] 95.20% 

LMCLCosFace [13] 
- 

92.69% 
- 

LMCLArcFace [13] 93.30% 

Comparison with state-of-the-art loss functions 

S-CNN based Softmax 97.75% 92.20% 88.59% 

S-CNN based CosFace 97.96% 93.35% 91.60% 

S-CNN based ArcFace 98.95% 96.80% 92.25% 
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Finally, we compare our proposed S-CNN model with state-of-the-art loss function methods [9], [13]. 

The comparison is presented in Table 7, where our model outperforms the approach introduced in 

[13], achieving 93.35% and 96.80% accuracy for the CosFace and ArcFace loss functions, 

respectively, on the LFW and IJB-C datasets. Compared to the method presented in [9], our proposed 

approach achieves competitive accuracies of 91.60% for the CosFace loss function and 92.25% for 

the ArcFace loss function, as opposed to 92.20% for CosFace and 95.20% for ArcFace obtained in 

[9]. 

6. CONCLUSION

This research paper addresses the challenges in facial recognition through the introduction of two 

innovative approaches: FCC and S-CNN. The effectiveness of three techniques; namely, LBP, HOG 

and CBFD, is evaluated in overcoming these challenges. The proposed solution involves the 

utilization of a novel multi-classifier combination model and a unique method for extracting high-level 

features from multiple image regions treated as sequential data using an ensemble of CNNs, followed 

by a DNN classifier for facial recognition. 

The experimental results obtained from renowned facial datasets, including LFW, ORL and IJB-C, 

reveal the competitive performance of both the proposed multi-classifier combination model and the 

S-CNN deep-learning model when compared to state-of-the-art methods. Additionally, we have 

assessed the effectiveness of the proposed S-CNN model alongside state-of-the-art loss functions, such 

as CosFace and ArcFace. Based on the results that we have obtained from our experiments, we can 

illuminate specific strengths and weaknesses of our approach as follows: 

÷ The experimental results show that FCC method based on combination at matching score level

is likely to provide better recognition performance, as it contains more contented information

which is both feasible and practical.

÷ This paper illustrates how to use CNN as a sequential model and we believe that it may open a

door towards alternative to deep neural networks for many tasks. Traditional CNN will

process an input and move onto the next one disregarding its sequence. In the proposed S-

CNN, an image is considered as a series of sequential face regions that needs to be followed in

order to understand. In other words, the first CNN receives a region of an image and passes it

as a feature vector to the next CNN to predict the next face region based on the previous

region and so on.

÷ Furthermore, we would like to mention that it is possible that the proposed S-CNN model

could be used in other applications, such as age estimation, gender prediction or facial-

emotion recognition.

÷ However, the proposed methods need to be accurate and robust enough to handle the

variability and diversity of faces and datasets.

÷ In future research, we can explore the application of attention mechanisms to automatically

identify distinguishing facial regions while effectively minimizing the impact of noisy areas.
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ABSTRACT 

This study aims to compare the longitudinal performance between machine-learning and deep-learning 

classifiers for Android malware detection, employing different levels of feature abstraction. Using a dataset of 

200k Android apps labeled by date within a 10-year range (2013-2022), we propose the LongCGDroid, an 

image-based effective approach for Android malware detection. We use the semantic Call Graph API 

representation that is derived from the Control Flow Graph and Data Flow Graph to extract abstracted API 

calls. Thus, we evaluate the longitudinal performance of LongCGDroid against API changes. Different models 

are used; machine-learning models (LR, RF, KNN, SVM) and deep-learning models (CNN, RNN). Empirical 

experiments demonstrate a progressive decline in performance for all classifiers when evaluated on samples 

from later periods. However, the deep-learning CNN model under the class abstraction maintains a certain 

stability over time. In comparison with eight state-of-the-art approaches, LongCGDroid achieves higher 

accuracy. 

KEYWORDS

Android security, Malware detection, Machine learning, Adjacency matrix, Longitudinal evaluation. 

1. INTRODUCTION

The ever-expanding landscape of mobile applications has brought about new challenges in ensuring 

the security and privacy of users' devices. Among these challenges. Android malware stands out 

as a persistent and evolving threat, requiring robust and effective detection mechanisms. With a 

market share near 72% as of the first quarter of 2023 [1], the Android platform leads the mobile 

OS. Its popularity, accentuated by the extensive availability of diverse third-party Android app-

distribution channels, makes it a prime target for malware. It is estimated that more than 5 million 

Android malware samples have been seen in the wild as of the first quarter of 2023 [2]. 

Traditional signature-based methods have proven insufficient in keeping pace with the 

constantly mutating nature of malware, necessitating the exploration of advanced techniques. Aware 

of this fact, researchers use machine-learning (ML) and deep-learning (DL) techniques to develop 

malware analysis and detection systems by analyzing the behavior of the apps and extracting the set 

of features that best describe their behavior based on dynamic and/or static features [3]. Dynamic 

analysis refers to a method of analyzing the behavior of apps in real time [4], while they are running 

in a controlled environment, known as a sandbox. This approach involves monitoring the apps' 

interactions with the operating system, hardware and other apps, simulating various user inputs and 

system events to understand how the apps behave under different conditions. Dynamic analysis is 

different from static analysis, inspecting the code and data of apps without executing them [5]. 

Instead, it involves examining the contents of the apps, which include the app's code, resources 

and manifest file, among others. This analysis is performed before the app is run, giving an 

overview of the app's structure, potential vulnerabilities and behavior without actually executing it 

on a device or emulator. Both analysis approaches are complementary and can be combined for 

Android malware detection. 

Many works and tools have been developed for malware detection, involving various analysis 

methods and feature usages. However, most studies present performance results using 
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conventional methods without considering the period or age of the test samples used during the 

extraction and evaluation. As apps evolve, their characteristics and behavior may change, which can 

affect the accuracy and sustainability of the models. A few existing works focus on characterizing the 

behavior of Android apps in relation to the temporal evolution of data, specifically addressing the 

phenomena commonly referred to as concept drift and data drift. These studies propose methodologies 

that enable adaptation to changes in the data and aim to mitigate the negative consequences that may 

arise over time. On the one hand, for security reasons, but not necessarily for Android malware 

detection, [6]-[8] discussed comprehensive approaches towards understanding and adapting to the 

rapid evolutionary dynamics of the mobile app ecosystem, mainly focusing on Android, to improve 

app quality, security and usability. The authors proposed a continuous ecosystem mining and 

characterization approaches to systematically study and understand the evolutionary dynamics of 

the Android ecosystem. On the other hand, different studies contributed to a deeper understanding 

of the intricacies involved in malware classification and the importance of adapting to the 

evolutionary dynamics of the Android ecosystem to improve malware-detection accuracy and 

reliability. In [9]-[13], the authors underscored the importance of a comprehensive approach to 

understanding app evolution in enhancing malware classification. As the evolution problem is multi-

faceted, it encompasses the continuous adaptation of malware to evade detection, the evolution of 

goodware to stay secure and functional and the changes in the Android platform that might affect 

both malware and goodware behaviors. The studies demonstrated that a more accurate and 

reliable malware classification can be achieved by eliminating experimental bias, addressing 

platform fragmentation and analyzing malware behavior over time. 

The features used for malware detection may exhibit dominance or effectiveness in certain years, but 

not in others, which highlights the importance of considering the temporal aspect and continuously 

evaluating the effectiveness of the chosen features and models longitudinally. Hence, in this study, a 

longitudinal performance comparison is made between machine-learning and deep-learning 

classifiers, through the proposed LongCGDroid, an image-based, fully automated process to detect 

Android malware using static and pseudo-dynamic analysis. LongCGDroid uses a classic 

representation of programs in program-analysis techniques; namely, the Call Graph API, which is a 

representation of the interactions between various functions within a software application. It is used 

to visualize and analyze the flow of function calls made by an Android app during its execution. 

This call graph is constructed based on two main steps: the extraction of the Control Flow Graph 

(CFG) to reflect what a program intends to behave, as well as how it behaves (i.e., possible 

execution paths), such that malware behavior patterns can be captured easily and the Data Flow 

Graph (DFG) that represents the data dependencies between several operations, in our case links 

between API calls. Both CFG and DFG are extracted through static and pseudo-dynamic analysis 

on the instruction level (i.e., smali files in the Dalvik executions). By analyzing each call graph9s 

semantics, we construct an abstracted 2-D adjacency matrix for each app that represents the 

relation between the abstracted API9s calls. 

The contributions of this study can be summarized as follows: 

0 Generating a large date-labeled dataset containing 200K Android apps (100k malware and 100k 

goodware) with a 10-year range from 2013 to 2022; for each year, 20K Android applications are 

used (10k malware and 10k goodware). 

0 Proposing and developing LongCGDroid, a new malware-detection image-based system, using 

the semantic of the call graph API with different modes of abstraction. All execution paths in 

terms of the invoked APIs are captured through the DFG. The pseudo-dynamic analysis is applied; 

i.e., apps are not executed; instead, all execution paths are analyzed via the DFG.

0 We propose the use of different API call abstractions to represent them in the adjacency matrices; 

i.e., abstract API calls to either the method name (e.g. java.io.File.getPath), the class name (e.g.

java.io.File) or its package name (java.io). Abstraction provides resilience to API changes in the 

Android framework as classes and packages are added and removed less frequently than single- 

method API calls. We evaluate the classifiers with each abstraction, as the LongCGDroid can 

operate with each mode. 

0 We propose the use of an adjacency matrix to effectively engineer Android APIs for machine-

learning tasks. This approach allows better feature embedding. By only using the most popular 
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features, the graph9s size is significantly reduced. Therefore, the adjacency matrix is also greatly 

simplified with an inferred size for each level of abstraction: 100×100 for package abstraction, 

200×200 for class abstraction and 300×300 for method abstraction, allowing a fast data-processing 

stage. 

0 We investigate the extent of performance decay over time for various machine-learning and deep-

learning classifiers trained with features extracted from date-labeled goodware and malware 

samples. The classifiers are then tested on goodware and malware samples from a later time 

period, thus mimicking a true zero-day scenario that gives a more realistic view of performance 

than the traditional evaluation approach. 

0 We conduct comparative experiments with eight state-of-the-art techniques [14]-[21], which fully 

demonstrate the effectiveness of our approach. 

The paper is organized as follows. We begin by providing a background as contextual 

foundation through outlining the key concepts in Section 2, followed by a discussion of the 

related works on malware detection in Section 3. The LongCGDroid framework and our 

methodology are introduced in Section 4. LongCGDroid9s evaluation and comparative analyses are 

presented in Sections 5. Conclusions are presented in Section 6. 

2. BACKGROUND

2.1 Android APK Format 

Android Application Package (APK) is the file format used to distribute and install applications 

on Android devices [22]. It is a compressed archive file that contains all the necessary components 

and resources required to run an Android application. The components of an APK include the 

Manifest File, which contains essential information about the application, such as its package name, 

version code and permissions. Compiled code classes.dex is represented as Dalvik Executable 

(DEX) files. These files contain the bytecode generated from the application's Java source code. The 

Resources folder contains files, such as images, layouts and other resource files required for the user 

interface and functionality. Libraries are required by the application to interact with the underlying 

hardware or perform certain platform-specific tasks. 

2.2 Static Analysis 

Static analysis is one of the most commonly used techniques in malware detection, focusing 

on inspecting the APK without executing the code [5]. By examining the APK's structure and 

contents, static analysis extracts valuable insights to assess potential threats. This analysis method is 

advantageous, as it allows for a rapid examination of large datasets, providing a preliminary screening 

of applications. During static analysis, numerous static features are extracted from the APK [3]. 

These features encompass various characteristics of the application, enabling the classifier to 

distinguish between benign and malicious samples. Some common static features include 

permissions, API calls, string analysis and code structure. The information extracted through static 

analysis is then converted into a standardized set of explanatory features that are later processed by 

machine-learning algorithms. To carry out static analysis on APK files, specialized tools like 

Androguard [23] can be employed to access fields and components declared within the manifest file. 

It also facilitates the construction of various graph structures representing the code's execution 

flow. Notably, two essential graph types are Call Graphs and CFGs. Call Graphs are built by tracing 

call instructions in the code, while CFGs encompass conditional and loop statements (if, switch, for, 

while, &etc.), reflecting the code's jumps. Two main tools can be used to extract call graphs or CFGs: 

Androguard and Flowdroid [24]. 

2.3 Pseudo-dynamic Analysis 

Pseudo-dynamic program- flow analysis is a technique used in software analysis to understand 

the potential execution paths of a program without executing it in a real runtime environment [25]. 

Unlike traditional dynamic analysis, which involves running the program on an actual system, pseudo-

dynamic program- flow analysis performs a form of simulated execution with code 

instrumentation. In this approach, one can track and log the control flow as the code executes. These 

additional instructions act as probes or logging points, allowing researchers to observe the program's 
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execution path and capture critical information about the program's behavior. Pseudo-dynamic 

program-flow analysis offers several advantages over traditional static analysis. It enables researchers 

to gain insights into how the program would behave under certain conditions without the need to 

execute it in a real environment. Additionally, it can help identify potential security vulnerabilities, 

resource bottlenecks or unintended program paths. Particularly, all execution paths can be captured in 

terms of the operation codes, so-called opcodes. 

3. RELATED WORKS

Android malware detection is a well-studied area in the information-security literature. There have 

been several works that focus on machine learning-based detection. Despite this, very few of them 

consider the investigation of long-term performance and a longitudinal resilience evaluation. In this 

section, we classify them into two categories: longitudinal-based and conventional-based evaluations. 

3.1 Longitudinal-based Machine-learning and Deep-learning Evaluation 

The majority of existing research on Android malware detection does not address longitudinal 

resilience or long-term performance issues. In [26], the paper presents a dedicated longitudinal 

study of the performance of machine-learning classifiers for Android malware detection aiming 

for a sustainable system. The study is undertaken using very basic features, such as API calls, 

permissions and intents extracted from Android apps. It takes into consideration a dataset 

constructed from apps first seen between 2012 and 2016. The aim is to investigate the extent of 

performance decay over time for various machine-learning classifiers, such as Support Vector 

Machines (SVMs), Naïve Bayes (NB), Random Forest (RF), Simple Logistic (SL) and Decision 

Tree (DT). The SL was the most resilient over time. In [14], MAMADROID is presented as an 

Android malware detection system that relies on app behavior. It builds a behavioral model in the 

form of a Markov chain from the API call sequences, which is used to extract features and perform 

classification. The paper includes a longitudinal evaluation of the accuracy using a dataset of 8.5K 

benign and 35.5K malicious apps, collected over a period of six years, first seen between 2010 and 

2016. The reported F-measure is up to 99% with a progressive diminishing performance over time, 

reaching average F-measure values of 86% and 75% one and two years after training, respectively. 

Maldozer [15] is a deep learning-based framework that relies on raw API call sequences for 

identifying malware apps. To evaluate their tool, they constructed a dataset of 33k goodware and 38 

malware apps. It is also longitudinally evaluated on apps collected from four consecutive years, 2013 

to 2016. The authors achieved 96% to 99% detection accuracy. Similarly, RevealDroid [19] addresses 

the increasing threat of Android malware and the limitations of existing detection techniques, 

particularly their inability to handle certain obfuscations and scalability issues. The features selected 

for RevealDroid focus on categorized Android API usage, reflection-based features and features from 

native binaries of apps. In [16], the authors delve into the evolving nature of malware and its 

implications on detection strategies, particularly emphasizing the phenomenon of concept drift. 

Through their system named DroidEvolver, they underscore the continuous evolution of malware as a 

significant challenge to cybersecurity, which in turn affects the performance of machine-learning 

models employed in malware detection. The approach is designed to automatically and continually 

update itself during malware detection without human intervention or retraining with accurate labels. 

DroidCat [20] introduces a dynamic app classification technique for Android malware detection and 

categorization. The system uses dynamic features based on method calls and inter-component 

communication (ICC) intents. The authors assessed DroidCat's performance across the spanning of 

nine years, with a relatively small dataset of 34343 samples collected from 2009 to 2017. In [21], the 

author presents DroidSpan, a dynamic-analysis system based on a behavioral profile for Android apps. 

This system captures sensitive access distribution from lightweight profiling during runtime. The 

system's dynamic approach focuses on the extent and distribution of exercised sensitive accesses and 

vulnerable method-level control flows in app executions. By leveraging this dynamic behavioral 

profile, DroidSpan aims to offer sustainability in malware detection, especially in the context of the 

evolving Android platform and its applications. Through all the longitudinal experiments made by the 

author over the years, the system does not exceed an F1-score of 91%. 

All of these existing Android malware- detection studies have employed a relatively small 

dataset containing a few thousand apps. Moreover, the evaluation timelines of these studies did 
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not extend beyond 2018. Furthermore, none of the studies provided a comparison of performance 

between machine- learning and deep-learning models. 

3.2 Conventional-based Machine-learning and Deep-learning Evaluation 

Early research on Android malware detection predominantly employed traditional machine-

learning algorithms. Most machine learning-based malware techniqes still use features such as 

Android app permissions, API calls and control flow graphs to distinguish between benign and 

malicious apps. 

For instance, Jung et al. [27] proposed a malware detection approach based on the frequency of API 

calls. The authors9 main idea is based on the construction of two ranked lists of popular Android API 

calls: a benign API call list and a malware API call list. The RF classifier is applied to a dataset of 

60,243 apps (30,159 goodware and 30,084 malware) using each list as a feature. The evaluation shows 

that the classifier achieves promising results. DroidSieve [17] is introduced as a malware-classification 

system that employs obfuscation-resilient static analysis of Android apps. The authors delve into the 

challenges posed by obfuscation in Android malware, discussing various obfuscation techniques and 

their impacts on static analysis. They propose a diverse set of features for robust classification, 

covering both non-obfuscated and obfuscated malware and offering a high level of accuracy and 

efficiency while addressing the challenges posed by obfuscation in malware analysis and detection. In 

[28]-[29] the authors presented frameworks that combine permission and API calls to detect malicious 

Android apps using machine-learning methods, extracting permissions from each app's profile 

information and APIs from the APK to represent API calls and validating the algorithm9s performance 

through experiments on real-world apps with a small dataset. Similarly, [30]-[33] proposed an 

intelligent model for detecting malware applications using machine-learning algorithms. The 

frameworks are based on static malware analysis to extract features, such as permissions and API calls 

using multi-level feature selection algorithms. 

Graph-based approaches have gained traction over the years, leveraging the structural and behavioral 

characteristics of Android apps to enhance detection accuracy. DroidMiner [34] is a system that uses 

static analysis to automatically mine malicious program logic from known Android malware and seeks 

out these threat-modality patterns in other unknown Android apps. They also describe a two-tiered 

behavioral graph model, control-flow graphs and call graphs, for characterizing Android application 

behavior and labeling its logical paths within known malicious apps as malicious modalities. In [35], 

the paper proposes a root exploit malware recognition system called DroidExec, which reduces the 

impact of wide variability in Android malware detection. The system uses a Bipartite Graph 

Conceptual Matching of graph edit distance to fold redundant function-relation graphs and 

conceptually cripple wide variability. DroidOL [36] and DeepCarta [37] propose frameworks that 

capture security-sensitive behaviors from apps in the form of structural information captured through 

graphs. 

With the rise of deep learning, researchers started to leverage its capabilities to achieve more robust 

and accurate malware detection. EveDroid [38] uses event groups to describe app behaviors in event 

level and function clusters to represent behaviors in each event. A neural network is used to aggregate 

multiple events and mine the semantic relationship among them. [39] proposes a multimodal learning 

approach for Android malware detection using deep-learning techniques. It uses static analysis to 

extract permission and hardware features. In [40]-[42], the authors propose systems that use deep 

convolutional neural networks to learn from opcode sequences. The systems extract raw opcode 

sequences from decompiled Android files and train the network to effectively learn feature 

information and accurately detect malicious programs. R2-D2 [43] is system that converts the 

bytecode of classes.dex from APK to RGB color codes and stores them as fixed-size color images. 

These images are then input to the CNN for automatic feature extraction and training. Similarly, 

Vu et al. [18] propose AdMat, a grayscale image-based approach to treat malware detection. The 

authors construct an adjacency matrix for each app, serving as input images to the CNN model. 

DroidDivesDeep [44] proposes a method for classifying Android malware using low-level 

monitorable features and deep neural networks. 

In our study, we aim to compare machine-learning and deep-learning classifiers by addressing the 

longitudinal aspect, which offers a more authentic assessment of effectiveness compared to 
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conventional evaluation methodologies that overlook the temporal aspect of app appearances. We 

evaluate our framework LongCGDroid using a large dataset of date-labeled apps with a specific 

focus on utilizing graph-based features9 approach, where both control and data-flow graphs are 

considered. 

4. METHODOLOGY

The proposed LongCGDroid consists of five consecutive main stages. Figure 1 shows the framework of 

our approach. The first stage consists of collecting and cleaning the dataset. At the second stage, static 

and pseudo-dynamic analyses of Android apps are done, to extract API call graph, CFGs and DFGs of 

the samples under inspection. Particularly, all execution paths are captured using the extracted 

CFGs. These CFGs are used in the pseudo-dynamic analysis of the DFGs to extract all the invoked 

built-in APIs. Data- flow analysis is used to track the data across apps. It relies on an underlying 

abstract semantics of Android apps. Data flow shows the data dependencies between functions. At 

the third stage, we conduct a frequency analysis to select the APIs which are the most used. We further 

refine the API list to include only those with a usage difference higher than or equal to a certain 

threshold. Then, considering the abstraction mode, we select the number of APIs to use in order to 

construct and encode the adjacency matrices. At the fourth stage, we train the selected models using a 

part of the dataset. And finally, a longitudinal evaluation is made over years using the rest of the 

dataset. 

Figure 1. Process flow of LongCGDroid. 

4.1 Dataset 

We collect samples mainly from two datasets: Androzoo [45] for goodware apps and Virushare [46] 

for malware apps, as each app in these datasets is associated with the first seen timestamp, which is 

essential for our study. Our dataset is constructed from apps first seen between 2013 and 2022. During 

the collection process, we also took into consideration the apps from Maldozer [15] where we 

collected all the apps based on their hashes. 

Initially, before cleaning, the dataset was constructed from 269970 apps; for each year, more than 20k 

apps are collected (> 10k goodware apps, >10k malware apps). To construct the final dataset, we 

considered cleaning phases (Figure 2). The first phase checks if the app is not corrupted and can be 

decompiled through Androguard, as some Android apps failed to decompress because of bad CRC-32 

redundancy checks and errors during unpacking. Next, the app is automatically uploaded through our 

Python scrapper to VirusTotal [47], which is a tool that allows users to upload files, including APKs 

and scan them using a collection of antivirus engines. Once the app is scanned, it is labeled depending 

on the number of positive (malware) alerts. This number is what we call VTD (VirusTotal Detection) 

and it is used to relabel the samples using a threshold to establish the level of consensus required to 

label an APK as malware or goodware [48]. In our case, to label apps as malware, the VTD must be at 

least equal to 4. On the other hand, apps are labeled as goodware if the VTD is equal to 0, which 

means that all antiviruses marked it as clean. These verifications and labeling choices are influenced 

by the nature of the dataset, which includes older APKs. Although datasets, such as AndroZoo and 

VirusShare, which are used to create our dataset, already use VirusTotal results for application 

classification, these provided results may change over time. (e.g. as a result of updates to the engine, 

with the primary objective of enhancing detection capabilities or due to the addition or removal of 
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engines from the platform). 

The final dataset consists of 200K Android apps over a period of 10 consecutive years, from 2013 to 

2022. For each year, 10k goodware and 10k malware apps are collected. To the best of our knowledge, 

we are leveraging the largest dataset of malware ever used in a longitudinal study on Android malware 

detection. For the sake of our study, it was decided to merge 7 years from 2013 to 2018 to form the 

training dataset, thus mimicking as best as possible the real world of the malware classifiers. Spanning 

7 years ensures the use of 140k apps for training. Moreover, the apps from the 2019 to 2022 date range 

were intended solely to be used for evaluation during the longitudinal experiments. 

Figure 2. Dataset cleaning phases. 

4.2 Feature Extraction 

In this section, the entire feature-extraction process is described in detail, from the de-compilation of 

the APK files to the extraction of the different graphs and the construction of the adjacency matrices. 

4.2.1 API Usage and Abstraction 

API calls play an essential role in the operation of Android applications. They enable developers to 

access operating system functionalities and interact with hardware and software components. In our 

study, we distinguish between two types of APIs: built-in APIs (Android system APIs) and user-

defined APIs (APIs defined by application developers). Exclusively in this work, we consider only the 

built-in APIs, as they represent consistent patterns and are available across different Android versions 

and devices, making them reliable indicators of app behavior. Motivated by the enhancement of the 

robustness of LongCGDroid, these API calls are abstracted to three different modes: package, class 

and method levels to cope with the changes of the Android system. The intuition behind this is that 

abstraction provides resilience to API changes in the Android framework, as classes and packages are 

added and removed less frequently than single API calls at the method level. Therefore, focusing only 

on specific methods can make the data less comparable and consistent over an extended period of 

time. For each API call extracted from the scanned app, it is processed into three abstractions, as 

illustrated in Figure 3. An API such as "android.telephony.SmsManager.sendTextMessage()" at the 

method level is abstracted to its class level as "Android.telephony.SmsManager", where the class part 

is preserved and to its package level as "Android.telephony", where the package part is preserved. 

These abstractions allow us to group together similar APIs and simplify data representation. 

Figure 3. API abstraction modes. 

4.2.2 Graph Extraction 

Examining the graph call API can help effectively reveal the intention of an app. That depicts the 

calling relationships between different functions within a program. It shows how functions call other 

functions, creating a hierarchical structure of function calls. There are several tools for generating call 

graph APIs, such as Androguard or Flowdroid. Unfortunately, the call graph generated by these 

existing tools lacks inter-procedural built-in API calls. This is why LongCGDroid uses a custom 
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version of Androguard to extract the call graph API and generate the adjacency matrix. 

To better clarify the differences between what is done by the original Androguard and our 

custom version, we employ a running example using a real-world malware sample. Specifically, 

Figure 4 lists a class extracted from the decompiled APK of malware disguised as a "camera photo 

taking and editing" (with package name com.cp.camera), which contains a remote app-related string. 

It is used to intercept SMS content for premium SMS fraud. To ease presentation, we focus on the 

portion of the code snippet executed in one function "loginByPost". 

Figure 4. Malicious code (com.cp.camera) intercepting SMS content for premium SMS fraud. 

First, the function gathers device-specific information, including the operator's name and phone 

number, through the TelephoneManager object, which gives information about the telephony 

services on the phone. Then, this app uploads all gathered information to the server (i.e., 

http://139.59.107.168:8088/). This malicious app receives the content of the message to send from the 

user's phone as a Json file. 

The resulting sub-call graph generated by the original Androguard of the loginByPost function is 

shown in Figure 5(a). On the one hand, all the green nodes represent the user-defined APIs and the 

red nodes represent the built-in APIs called by the current function. On the other hand, the green 

arrows represent all links between user-defined APIs, the caller-callee relation, but the red nodes are 

not connected. No relationship is reported between built-in APIs by Androguard. This is why we use 

our custom Androguard version to represent the links between built-in APIs, as we can see in 

Figure 5(b), where red arrows are added in the sub-call graph during the pseudo-dynamic analysis to 

represent the caller-callee relations between built-in APIs. From this, we can infer that the  

Figure 5 (a). API call graph extracted with Figure 5 (b). API call graph extracted with 

custom original Androguard. Androguard highlighting external links. 

loginByPost function calls the external method java.net.url.<init>, then the external method 
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java.net.url.openconnection is called and so on. These links are used to construct the adjacency 

matrices. This is made possible by using CFGs and DFGs to enhance the semantics of the call graph. 

4.2.3 Pseudo-dynamic Analysis 

We first construct a CFG for each method defined in an APK by using Androguard. We have 

customized the CFG extraction in order to return the graph with a Graph Modeling Language (GML) 

representation, which is more maintainable than the default proposed formats (i.e., png, jpg, raw). A 

CFG is defined as a directed graph G with the quadruple (N, E, S, F), where N is a finite set of nodes, 

E ¦ ý × ý is a finite set of edges, where (n, m) * E, if m may execute directly after n, S ¦ ý is the set 

of starting nodes and F ¦ ý is the set of exiting nodes. 

We construct a CFG for each method in the call graph (Figure 6). This CFG will be used as input 

for the DFG. We focus on logging and tracking the built-in API calls, as they represent the features 

used to construct the adjacency matrix for each APK. Rather than executing the code decompiled 

from the classes.dex file in an emulator or sandbox, our analyzer tracks the code instruction by 

instruction without execution. During parsing, the analyzer uses the smali code to follow the 

DFG of the program instructions and register the update in a manner that mirrors a possible 

execution of a program, but does not compute any state information for the program. 

Figure 6. The CFG with smali code of the method loginByPost. 

By generating the program-flow analysis through static analysis, we obtain a complete code coverage 

and avoid the possibility of dynamic malware obfuscation. To construct the DFG, our analyzer tracks 

three main categories of instructions: Regular instructions, register instructions and invoke 

instructions. The algorithm in Figure 7 gives the details of the extraction. This algorithm takes the 

CFG of a defined function f as input, represented by all possible paths and then returns the 

DFG of this function is represented as caller-callee relations.  

Regular instructions include all instructions that do not affect the registers (e.g. checkcast, instance-of, 

&etc.); the analyzer simply steps over them with no state change, except for the update of the

program counter for the length of the instruction. Register instructions are the instructions that 

store and manipulate data on registers during Android app execution (e.g. move-result-object, move-

object, &etc.). The registers' state is initialized by the methods' parameters and updated 

throughout the possible execution path. Invoke instructions are instructions used during an 
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invocation on the smali code (e.g. invoke-virtual, invoke-virtual/range, & etc.). They are used by 

LongCGDroid to extract the relation between built-in API calls as the edge of the DFG; that is, if 

an instruction I uses a register R, the value of which is already inferred by the register instruction as 

instruction J, then there is an edge from I to J. 

For the sake of comprehension, we can take as an example the smali code of the function 

loginByPost in Figure 6. The instruction at the offset 0x58 is an invoke-virtual, which takes as 

arguments two registers, v10 and v12, and calls the function setRequestMethod(), as the register v10 

is already inferred earlier during the analysis from the instruction 0x4e move-result-object and 

stated as the result of the instruction before, which is an invoke-virtual of the method 

openConnection(). From this, we can state that the openConnection() method as a caller calls the 

method setRequestMethod() as a callee. One can see this relation in the extracted call graph (Figure 

6), marked by arrows with broken lines. 

Figure 7. Algorithm to extract built-in API links. 

4.3 Graph Encoding 

Once the caller-callee relations are inferred from an APK, it becomes straightforward to represent 

a graph as a matrix, such as the adjacency matrix. In more detail, given the list of caller-callee 

relations, we encode it into matrix A as follows: for each relation (n1; n2), we activate the element 

A[n1][n2] by 1, where A is initialized as a zero matrix. However, we have to consider three main 

factors: 

1. Graph Node Consistency: This entails maintaining similarity in node values across

different graphs, while also preserving equal node counts between these graphs. 

2. Matrix Size: To ensure the uniformity of matrix sizes, the extracted nodes from each

graph must exhibit consistency. Optimal matrix sizes, implying a relatively small number of 

nodes, are essential to facilitate swift processing and eliminate sparse matrix concerns. 

3. Feature Balance: Balancing high-variance attributes across APK samples while

avoiding matrices with inadequately activated regions is crucial. Consequently, emphasis is 

placed on built-in APIs to ensure consistent matrix sizes, while excluding user-defined 

methods. 

According to the Android platform [49], there are 1081 packages, 4,853 classes and 43,800 methods in 

the Android API level 32. One cannot use all of these defined APIs to construct an adjacency matrix. 

If we take the case of packages only, the association rules that will be generated are 1167480 

associations. In order to speed up the creation of adjacency matrices and avoid noisy structures, we 

selected different numbers of features for the different abstraction modes. For the package, class and 

method abstractions, we take 100, 200 and 300, respectively, from the most commonly used built-in 
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APIs to form a matrix. The original graphs would be trimmed by the selected features, resulting in a 

simplified version of the adjacency matrices with the chosen sizes. This is an empirical process, as 

we tried different feature lengths. When the number of features for method abstraction is small (e.g., 

50×50) there was a sign of learning degradation, while when the number of features is high (e.g., over 

1000 × 1000), the extraction phase would take much longer. The scheme of the process was the 

same for all different abstraction modes. This allows a trade-off between speed and learning 

performance that significantly improves the recognition rate. This selection was based on a statistical 

study designed to identify the most representative APIs used by malware and goodware apps. 

Figure 8 shows the top 10-API occurrences with the highest difference in usage between malware 

and goodware apps. 

Figure 8. Frequency of the top 10 API with the highest difference between malicious and benign apps. 

Once the features have been selected, the graph is converted into a 2-D adjacency matrix: the 

nodes represent rows and columns and if there is a connection between two nodes, the corresponding 

position in the matrix will be activated. As a result, each graph would form a matrix with several 

activated regions. Finally, we generate black-and-white images. Figure 9 presents the three 

different image representations of benign and malicious Android apps for each of the three 

abstraction modes. 

Figure 9. 2-D black and white images of benign and malicious apps in the three different abstractions. 



339

"LongCGDroid: Android Malware Detection through Longitudinal Study for Machine Leaning and Deep Learning", A. Mesbah et al. 

4.4 Model Training 

In this study, we compare and evaluate the longitudinal performance of machine- learning and 

deep-learning classifiers. To evaluate the features obtained by LongCGDroid, we applied them 

to the following classifiers: Machine-learning classifiers: DT, KNN, LR, RF and SVM; deep-

learning classifiers: CNN and RNN-LSTM. For comparison, we also consider the API abstraction 

modes: method abstraction, class abstraction and package abstraction. For model construction and 

evaluation, the dataset is divided into training and test partitions. In order to obtain unbiased results, 

the test partition is always kept as a completely separate set and is never used for training or for 

feature engineering processes (extraction or pre-processing). The model parameters are selected 

using standard k-fold cross-validation (with k = 5) within the training set and following a grid search 

approach. 

4.5 Evaluation Metrics 

For this work, we considered a number of evaluation metrics that are commonly used in ML 

Android malware detection [3]. Note that some of these metrics, such as True Positive Rate (TPR), 

which is the same as Recall and False Positive Rate (FPR) or Precision, provide complementary 

information and should be used together to fully understand a system's performance. TPR indicates 

the rate of correct classification of malicious applications, while FPR indicates the rate of 

misclassification of clean (benign) applications. These metrics rely on: True Positives (TP), 

indicating the number of correct positive predictions and False Positives (FP), considering the number 

of incorrectly predicted negative items. We also used metrics such as accuracy and F1-score, Table 1. 

Table 1. Evaluation metrics. 

Metrics Description 

Accuracy 
Tÿ + Tý 

Tÿ + Tý + Fÿ + Fý 

Precision 
Tÿ 

Tÿ + Fÿ 

TPR(Recall) 
Tÿ 

Tÿ + Fý 

F1-score 
 2 × ÿrÿýÿsÿon + Rÿýÿýý ÿrÿýÿsÿon + Rÿýÿýý 

5. EXPERIMENTS AND RESULTS

We test the performance of the different models using behavioral-relationship features. Three series 

of tests are conducted in order to confirm the hypothesis that it is not enough to test a model with 

traditional methods, but it must also be evaluated longitudinally in order to ensure its robustness. In 

the first set of experiments, we analyze the accuracy of LongCGDroid by ignoring the evolution of 

the apps. In the second set of experiments, we conduct a longitudinal comparison of different 

models to evaluate their robustness. In the third set of experiments, we compare under the same 

conditions the LongCGDroid against eight state-of-the-art baseline detectors that rely on API calls. 

During this comparison, we take into consideration the three different abstraction modes, denoted as 

P for package abstraction, C for class abstraction and M for method abstraction. 

5.1 Experiment 1: Base Line Training Using a Temporally Imbalanced Dataset 

Before analyzing the scenario related to longitudinal analysis, we test the classifiers under the 

basic assumption, using the whole dataset: 70% for training and 30% for testing. We have to notice 

that the dataset will be imbalanced with respect to time (years). Despite the fact that we take 70% of all 

malware and 70% of all goodware, keeping the remaining 30% of the samples for testing purposes, 

the number of apps per year is not controlled, which can create an imbalanced effect. The aim of this 

scenario is to mimic the conditions that are commonly assumed in the literature.  

Table 2 provides an overview of the detection results achieved by LongCGDroid with 
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different classifiers. For comparison, we also consider the three abstraction modes: P, C and M. 

Table 2. Performance evaluation for models trained in different modes with the whole dataset. 

Classifier Abstraction Accuracy (%) Precision (%) TPR (%) FPR (%) F1-score (%) 

CNN P 92.93 93.6 92.17 6.3 92.88 

C 96.01 95.63 96.43 4.4 96.03 

M 99.42 99.32 99.52 0.68 99.42 

SVM P 92.68 92.52 92.86 7.5 92.69 

C 94.98 95.01 94.95 4.98 94.98 

M 97.76 97.24 98.32 2.79 97.77 

RF P 93.09 93.07 93.12 6.93 93.09 

C 94.69 94.68 94.71 5.31 94.69 

M 97.99 97.45 98.56 2.57 98 

LR P 92.74 92.56 92.96 7.47 92.76 

C 91.41 91.23 91.63 8.8 91.43 

M 93.04 92.77 93.36 7.27 93.06 

RNN P 90.32 90.29 90.36 9.71 90.32 

C 90.26 90.25 90.28 9.75 90.26 

M 92.77 92.49 93.1 7.55 92.79 

KNN P 90.99 90.88 91.13 9.14 91 

C 90.16 90.11 90.23 9.9 90.17 

M 90.37 90.16 90.62 9.88 90.39 

The analysis of the presented classifiers and their performance across various abstraction levels yields 

valuable insights into their effectiveness for Android malware detection. First, as we can see in 

Figure 10, the abstraction modes P, C and M are all effective for malware detection. Whatever the 

classifier, all the metrics: Accuracy (Figure 10(a)), Precision (Figure 10(b)), TPR (Figure 10(c)) 

and F1-score (Figure 10(d)) exceed 90%. Among the tested classifiers, CNN emerges as a robust 

contender, demonstrating consistently strong results across all three levels of feature abstraction. In 

particular, we note the CNN's ability to maintain both higher TPRs (Figures 10(c)) and F1-scores 

(Figures 10(d)), accentuating its accuracy in reducing false positives and maximizing true positives, 

while maintaining a strong balance between precision and TPR. 

Figure 10. Results of the comparison of LongCGDroid with all classifiers and all abstractions. 

This is most noticeable in the M abstraction, where the CNN has an F1-score of 99.42%. On the other 
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hand, the SVM and RF classifiers display performances close to those of the CNN. The SVM, for 

example, maintains consistent precision and TPR measurements, which indicates its reliability at 

different levels of abstraction. The RF classifier proves to be more sensitive to changes in abstraction, 

its F1-score varying from 93.09% with the P abstraction to 97.99% with the M abstraction, which 

indicates a dependence with regard to the level of abstraction chosen for the characteristics. The LR 

classifier shows less competitive results, with its F1-score almost constantly around 93%, which 

suggests its inability to find a balance between accuracy and TPR. Lastly, the RNN and KNN classifiers 

show the lowest results, whatever the level of abstraction used. Thus, CNN, SVM and RF all appear 

to be promising candidates, especially when high TPR and F1-score are important. However, no 

conclusions can be drawn about the robustness of the models. 

5.2 Experiment 2: Longitudinal Performance of LongCGDroid 

In this longitudinal study, all the classifiers are trained on the dataset from 2013 to 2018 and 

evaluated on the remaining part, from 2019 to 2022. The performance of various machine-

learning and deep- learning classifiers was assessed across different levels of abstraction, as 

was the case with experiment 1. 

Starting with the results from the first year of test 2019, it can be observed from Figure 11 that 

across all levels of abstraction, the CNN consistently achieved high TPR, Precision and F1-score 

values. Particularly, when considering the C abstraction, the CNN demonstrated remarkable 

performance with TPR and F1-score around 97%. The SVM showcased competitive results, 

although its performance slightly degraded with the increased abstraction. RF exhibited stable 

performance across different abstraction levels, while RNN and KNN demonstrated decreased 

results, with RNN showing relatively better performance in precision than KNN. 

Figure 11. Results of the longitudinal comparison of LongCGDroid with all classifiers. 

In the subsequent years, the trends shifted. By 2020, there is a general decrease in performance for 

most classifiers, especially in terms of accuracy and precision. However, CNN continued to 

outperform other classifiers in terms of TPR and F1-score, even though its precision has dropped. 

SVM, RF and RNN showcased consistent trends across the years, with SVM's performance being 

stable, but comparatively lower, RF maintaining relatively strong performance and RNN's accuracy 

and precision experiencing a slight decrease. This degradation is more important in package and 

method abstraction than in class abstraction. 

Moving to 2021, there was a continued decline in overall performance. Notably, the decline was 
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in the accuracy and precision of all classifiers. The performance gaps between classifiers became 

narrower and SVM's performance even improved in terms of precision with class and method 

abstractions. This year marked a more competitive landscape among the classifiers. 

Finally, in 2022, the performance of CNN evolved once again. However, it shows signs of decline 

with P and M abstractions. SVM and RF exhibited a consistent trend with slight performance dips, 

while the performance of RNN and KNN showed more fluctuations. 

The results show a consistent decline in model performance at all levels of abstraction. However, 

a notable observation is the gradual decline observed over time when using class abstraction. This 

particular abstraction shows a trend toward better results during the four-year post-training period. 

Class abstraction appears to be more resilient to API changes than the highest level of abstraction; 

namely, method abstraction. In contrast, package abstraction continues to show promising model 

performance. However, it is clear that these models lose stability over the years. Therefore, their 

effectiveness in representing the dataset is somewhat compromised. 

5.3 Experiment 3: LongCGDroid vs. State-of-the-art Static Baseline Systems 

To demonstrate the effectiveness of our proposed method in addressing malware evolution, we 

conducted a comparative study with eight state-of-the-art baseline systems; namely, Maldozer, 

DroidSieve, RevealDroid, MamaDroid, DroidEvolver, Admat, which are static approaches9 
classifiers, and DroidSpan and DroidCat, which are dynamic approaches9 classifiers. We specifically 

choose to compare with approaches that (1) employ API calls to perform detection, (2) are fully 

designed considering the evolution of the apps and (3) are longitudinally evaluated. These criteria 

apply to Maldozer, DroidSieve, RevealDroid, MamaDroid, DroidEvolver, Admat, DroidSpan and 

DroidCat, except for DroidSieve and AdMat, which are not longitudinally evaluated in the original 

works. For consistency with the evaluated systems, we consider the configurations that produced 

optimal results in the respective original studies. For instance, it's important to highlight that 

MaMaDroid employs two distinct abstraction modes: family and package. The family mode operates 

at a more refined granularity level compared to the package mode, resulting in a smaller count of 

API calls, specifically nine families. On the other hand, Maldozer adopts only the abstraction method 

mode. Specifically, this involves employing the family abstraction combined with the RF model 

for MaMaDroid and utilizing the method abstraction for Maldozer. Regarding our approach, we 

will take into account the CNN model with the class abstraction. During this experiment, a subset 

of the dataset from 2013 to 2018 is used for feature extraction and training, while the remainder 

from 2019 to 2022 is used for evaluation. We focused our analysis on key performance 

indicators, specifically TPR and the F1-score.  

The results indicate a notable consistency in the performance of LongCGDroid, especially 

when compared to other systems. One year after training, LongCGDroid outperformed all other 

systems with a TPR of 97.49% (Figure 12(a)) and a relatively low FPR of 2.66% (Figure 12(b)), 

achieving an F1-score of 97.42% (Figure 12(c)). MaMaDroid, DroidEvolver, DroidSpan and 

DroidCat also showcased commendable performance with F1-scores of 95.08%, 94.40%, 92.46% 

and 91.30%, respectively, which quantify their ability to correctly identify malware instances, while 

DroidSieve and RevealDroid lagged with an F1-score of 60.31% and 72.98%, respectively. 

AdMat, on the other hand, had a performance with an F1-score of 88.08%, placing it in the mid-

range among the compared systems.  

As we progress over the years, we observe a gradual performance decrease, as shown by the changes 

in the F1-score, with LongCGDroid still maintaining a leading position with an F1-score of 

91.69% in 2020. Maldozer, DroidEvolver, MaMaDroid, DroidSpan and DroidCat followed closely 

with F1-scores of 88.57%, 87.56%, 86.94%, 82.73% and 85.67%, respectively. The performance 

gap between LongCGDroid and other systems like DroidSieve, RevealDroid and Admat widened, as 

they reached F1-scores of 41.67%, 66.49% and 77.54%, respectively. The trend of declining 

performance continued into 2021, with LongCGDroid recording an F1-score of 81.48% and all the 

other systems experiencing a decline to values below 80%. They appear to be significantly more 

impacted by the reduction in TPR. However, the performance variations among the systems 

were more apparent, with LongCGDroid maintaining its competitive edge. These results 

accentuate the resilience of the LongCGDroid. Figure 12(b) does not follow clear, decreasing trends, 
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as we can notice a little increase in the year 2022 on all the systems; this can be explained by the fact 

that at some point, an old behavior becomes popular again, leading to a sudden increase in the 

performance of all detectors. 

We can see that DroidEvolver, MaMaDroid, DroidSpan and DroidCat remain more 

longitudinally competitive in comparison with our LongCGDroid system than the other systems. This 

can be attributed to the fact that MaMaDroid uses a lower granularity API family, DroidEvolver 

continually updates its feature set as an online learning system and both DroidSpan and DroidCat 

employ dynamic features to profile the apps, hence enhancing the characterization of their behavior, 

unlike Maldozer, which relies on a method-level abstraction. On the other hand, DroidSieve and 

AdMat, which were not initially designed to consider the evolution of the apps, displayed a 

consistent downward trend in their F1-scores, indicating diminishing effectiveness over the years. 

Although DroidSieve's and RevealDroid's initial study suggests that they are very resistant to 

obfuscation, their characteristics do not necessarily make them suitable choices for overcoming the 

evolution of apps. The decline and instability shown in the AdMat can be attributed to its exclusive 

reliance on the CFG inferred from the APIs without incorporating the DFG derived from pseudo-

dynamic analysis, as is the case with LongCGDroid. 

LongCGDroid is a static-based system that uses pseudo-dynamic analysis to extract Android 

API features, which provides an efficient mechanism to abstract significant characteristics of the 

Android applications under study, thus allowing us to extract Android API features efficiently while 

minimizing the overhead typically associated with real dynamic-analysis methods. However, using a 

real dynamic analysis could provide a more accurate reflection of the run-time behavior of the 

applications under analysis. The pseudo-dynamic analysis may not capture the real-time interactions 

and the exact execution flow in a similar manner as real dynamic analysis would. For instance 

Android malware may disguise its malicious behavior by only triggering a malicious API call after 

receiving a specific network signal. Under the current pseudo-dynamic analysis, such behavior might 

go unnoticed, as the analysis relies on a predetermined application state. However, with dynamic 

analysis, the system can observe the application's behavior in a controlled, yet realistic, execution 

environment, recording how it interacts with system and user data through API calls when stimulated 

by external triggers. 

Figure 12. Performance evolution of the systems across the years. 

6. CONCLUSION

In this work, we conducted a comparative longitudinal study between machine-learning and 

deep-learning algorithms using our adjacency matrix-based tool, LongCGDroid. Through our 

experiments using different levels of abstraction, we observed that the usual evaluation lacks 

information about model robustness. However, employing a longitudinal approach allows us to 

infer various details regarding model robustness and evolution. Thus, we observed that while the 

method abstraction yields better results in the usual approach, for maintaining higher robustness, it 

is advisable to focus on class abstraction. Class abstraction, being more resilient, enables balanced 

detection performance. This resilience has proven to be beneficial for the deep-learning CNN 

classifier for the sake of conserving a good balance of detection over time. Our method is also 
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compared with eight state-of-the-art baseline research works; our approach has proven to be more 

resilient over the years.  

Future work may investigate the use of RGB color images to get more inferred details. This can have 

an impact on mitigating the diminishing performance of the classifiers of machine learning and deep 

learning-based malware detectors. 
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ABSTRACT 

In various applications of radar imagery, one of the fundamental problems is mainly linked to the analysis and 

interpretation of the images provided, in particular the recognition of moving and/or fixed targets. This task has 

become more difficult due to the large volume of radar data. This led to the use of automatic-processing and 

target-recognition methods. The aim of this study is to explore data fusion in SAR (Synthetic Aperture Radar) 

image classifiers. To this end, we propose a new approach to combine three CNN (Convolutional Neural 

Network) architectures with several fusion rules. First, we perform a training process of three deep-learning 

architectures; namely, the basic CNN, the Xception and the AlexNet architectures. Then, two fusion techniques 

are proposed. The first one deals with the majority rule and the second uses a neural network to combine the 

decision outputs obtained from three elementary classifiers to achieve the final decision. To evaluate and 

validate the proposed approach, the MSTAR (Moving and Stationary Target Acquisition and Recognition) 

dataset is used. The obtained performances of the fusion techniques improve the recognition rate with a final 

accuracy of 99.59% for the majority rule and 99.51% for the neural network-based rule, which surpasses the 

accuracy of each individual CNN. 

KEYWORDS 

Automatic target recognition, Synthetic aperture radar images, Deep learning, Decision fusion. 

1. INTRODUCTION

One of the fundamental problems in radar imaging is mainly related to the analysis and interpretation 

of images acquired in various applications, including recognition of moving and fixed targets. This 

task becomes more difficult to achieve when automatic processing methods and decision-making are 

concerned in regard to the large volume of radar data and speckle measurements [1]-[6]. Regarding its 

global coverage as well as its weather independence, SAR (Synthetic Aperture Radar) imagery has 

great potentials for military and/or civilian surveillance. In order to leverage these potentials, ML 

(Machine Learning) can be used to automatically process large amounts of data for different goals, 

such as ATR (Automatic Target Recognition). For instance, target recognition in radar images 

presents an essential task for monitoring and surveillance of sensitive areas, such as military or/and 

civilian zones. 

Several methods for target recognition and classification from radar images have been developed in 

the literature. Due to the absence of efficient feature presentation, interpretation and understanding of 

radar images, classification of radar images is a significant challenging task. An adequate feature-

extraction approach, which can abstract spatial information from radar images and improve 

classification accuracy, is required. Feature extraction and target recognition in images have been of 

great interest for many years. Many methods have been proposed by many researchers [1], [7]. These 

include classical classification methods, such as Bayesian methods, SVM (Support Vector Machine) 
[8], AdaBoost (Adaptive Boosting) [9], decision trees, WSC (Weighted Sparse Classification), &etc. 

[10]-[11]. Although, these methods perform well in some situations, their performance degrades 

significantly in other situations and conditions. This has led researchers to adopt other more 

sophisticated approaches, such as ANNs (Artificial Neural Networks), which have a very efficient 

learning capability in a multitude of system-modeling problems [1]. In recent years, we have seen the 

emergence of DL (Deep Learning) methods with several variants. These latter have given very 

satisfactory results in several application areas, such as cybersecurity, text analysis, visual and image 

recognition [12]-[16] and many more. Several research studies have explored the use of RNNs 

(Recurrent Neural Networks) in the context of SAR image classification, with particular emphasis on 
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LSTM (Long Short-Term Memory) networks. LSTMs are specifically designed to handle sequences 

of data or time series, a feature particularly relevant to the sequential nature inherent in SAR data [17]. 

To further enhance SAR classification performance, other researchers have delved into hybrid 

architectures that combine both CNNs (Convolutional Neural Networks) and RNNs (Recurrent Neural 

Networks). These hybrid approaches showed promising results in SAR image classification by 

enabling the simultaneous capture of spatial features and temporal dependencies [18]-[19]. With the 

constant evolution of deep-learning network architectures and their maturity, many researchers have 

turned to the use of pre-trained DNNs (Deep Neural Networks) in the context of SAR image 

classification. This approach explores how features pre-learned by these networks can be judiciously 

employed to significantly increase the accuracy of SAR image classification [20].  

Other researchers have attempted to expand the scope of the training dataset by implementing various 

operations on the images. These operations include rotations, translations, changes in scale and the 

introduction of noise [21]-[23]. Furthermore, several super-resolution approaches based on DCNNs 

(Deep Convolutional Neural Networks) have been widely adopted to enhance image resolution. This 

increase in resolution has directly contributed to an improvement in classification accuracy [24]. 

Additionally, there are studies that have employed data-augmentation techniques utilizing GANs 

(Generative Adversarial Networks) to generate synthetic images [25]. Furthermore, in last years, 

advanced approaches have emerged, combining a DNN in order to improve and achieve more robust 

and accurate classification results. Furthermore, in recent years, advanced approaches have emerged, 

utilizing data fusion to significantly enhance SAR image classification. Among these methods, data 

fusion from multiple sensors has demonstrated a clear improvement compared to using data from a 

single sensor [26]. Another promising approach lies in the use of model ensembles for SAR image 

classification, which explores how the aggregation of multiple models can substantially increase 

classification accuracy. Commonly adopted methods include ensemble learning, where multiple 

classifiers are trained. Their predictions are combined using various techniques, including voting, 

weighting and stacking methods [27]-[28]. 

In this context, the main objective of this research work is to explore new combined architectures of 

DL to accomplish the classification task, using two methods. The first method relies on fusing the 

output data from each classifier to make a final decision using the majority fusion rule. The second 

approach involves the use of ANNs (Artificial Neural Networks) to build a data fusion model, thus 

exploiting the advantages of each DLN (DL Network) architecture used in this study. Both methods 

will be evaluated and validated on the MSTAR (Moving and Stationary Target Acquisition and 

Recognition) dataset [29]. 

The contribution of this work deals with the study of two fusion techniques. The first one is based on 

the majority rule and the second one relies on the NN-based rule, in order to improve the recognition 

performance. 

The remainder of this paper is organized as follows. In Section 2, we introduce the CNNs and their 

variants. In section 3, we present the proposed method. In Section 4, we detail the training, describe 

and discuss some experimental results performed on the MSTAR dataset. In Section 5, we conclude 

our work and give some future perspectives.  

2. CONVOLUTIONAL NEURAL NETWORKS

CNNs are to date the most efficient models for classifying images and particularly radar images. An 

input image is provided in the form of a matrix of pixels. It has a two-dimensional array for SAR 

image for each channel/layer. For a multi-layer image, such as color images (3 layers for Red, Green 

and Blue) or multi-spectral images, the input image is provided as a multi-dimensional arrays. 

The first part of a CNN is the convolutive step, which operates as an image-feature extractor. The 

image is passed through a series of filters or convolution kernels, creating new images called 

convolution maps. Some intermediate filters reduce the size of the input data by a maximum pooling 

operation. Finally, the last convolution maps are laid flat and concatenated into a feature vector, called 

the CNN code. This CNN code is the input of a layer called the FC (Fully Connected) layer which is a 

multi-layer perceptron. Its role is the combination of the characteristics of the CNN code to classify 

the image. The output is the last layer, called SoftMax layer, which uses a SoftMax function as an 
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activation function [5]. In this work, we consider three CNN architectures. The first is the basic CNN, 

the second is the AlexNet and the third is the Xception. 

2.1 Basic CNN 

The proposed basic CNN architecture is illustrated in Figure 1. It is formed by a successive 

independent layer of the convolution layer and subsampling layer. Theses layers are followed by an 

FC layer. 

Figure 1. Architecture of a basic CNN model. 

To optimize the training process, transfer learning is adopted from the classification of the ImageNet 

as a source domain. Transfer learning is commonly used in learning applications in order to optimize 

the learning process and improve the performance of recognition tasks.  For the common public 

architectures, a pre-trained network is used as a starting learning point for a destination task. Thus, the 

number of classes at the Soft-max layer of the pre-trained CNN network is adjusted.  

2.2 AlexNet 

AlexNet is a pivotal pre-trained CNN model introduced by Alex Krizhevsky in 2012 [30]. It played a 

crucial role in advancing computer vision by learning hierarchical representations from 224x224 pixel 

RGB images. This deep architecture includes convolutional and max-pooling layers for feature 

extraction, starting from basic patterns and progressing to higher-level abstractions. Extracted features 

are flattened and processed through three FC layers to facilitate classification; with the final layer 

having units corresponding to dataset classes and using Softmax activation for probability outputs. In 

this study, we adapt the structure of the pre-trained network AlexNet, so that it can classify SAR 

images composed of 10 classes. We therefore act on the FC layer to keep only 10 neurons for the 

output layers. 

2.3 Xception 

Xception, derived from "Extreme Inception" is a DCNN (Deep CNN) architecture inspired by 

inception. It excels at capturing features of different sizes by isolating the learning of spatial and 

channel-wise features [31]. Instead of combining these types of learning in a single convolution, 

Xception uses depthwise separable convolutions. It starts with spatial convolutions on each channel 

and then integrates information across channels using 1x1 convolutions. This design optimizes 

efficiency while maintaining depth, enabling Xception to efficiently capture both local and global 

features. It ends with FC layers for feature relationships and uses Softmax activation for multi-class 

classification, making it highly efficient and accurate for computer vision tasks like image 

classification. That is why in our study we adapt the output layer to align with the number of classes in 

the MSTAR dataset. 

3. DATA FUSION

To obtain information that is as reliable and precise as possible in all observation conditions, by taking 

advantage of the complementarity and redundancy of elementary information, as shown in Figure 2, 

data fusion is used to improve the results. For the data-fusion rule of the different classifiers, the 

simplest and most popular approach is the majority-vote rule [26]. We will also explore the possibility 

of applying NNs for the fusion of data from different classifiers. It should be noted that, unlike the 
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majority rule which aggregates the different elementary decisions to reach the final decision, NNs are 

instead fed by the distinct outputs of the fully connected layer from each classifier. These outputs 

represent the results of the Softmax function, effectively providing us with the probabilities for each 

class. This approach is employed to construct a capable fusion rule, leveraging the capabilities of NNs 

to model any rule through learning. 

Figure 2. Classification by fusion rule. 

3.1 Majority Vote 

The majority vote consists in choosing the decision taken by the maximum number of methods. If 

there are m monitoring methods {ÿ1, ÿ2, & ÿÿ} such that the method ÿ� ( {1&ÿ}  assigns the decision Di

to the observation x, noted ÿ�(ý) = ÿ , where9 i9 is the class number and associates an indicator

function ý� to each method, such as: ý�ÿ(ý) = { 1  ÿ�   ÿ�(ý) = ÿ 0  ÿý�ÿ   (1)        

The data fusion from 8m9 classifiers is carried out according to the following expression: ýÿ(ý) = 3 ýÿ�ÿ�=1  (2) 

The majority-vote rule consists, therefore, in choosing the maximum of ýÿ. The correct class is the one

that is most often chosen by the majority of the methods. 

3.2 Rule Based on NNs 

Exploring the possibilities offered by NNs for constructing classification rules through learning is a 

central challenge in the field of image classification. In this study, our focus lies in the classification of 

SAR images using three distinct approaches. The first involves a basic CNN classifier, while the other 

two leverage pre-trained architectures; namely, the Xception and AlexNet, renowned for their ability to 

capture high-level features. A critical step in this methodology involves the use of the Softmax output 

from each classifier to feed an MLP (Multi-layer Perceptron) NN. This approach skillfully combines 

the strengths of each classifier while minimizing potential errors. The Softmax function takes as input a 

vector of scores S, where each element Si represents the degree of belongingness of an example to a 

particular class. The output of the Softmax function, denoted as P, is also a vector of the same 

dimension as S, but each element Pi represents the probability of the example belonging to class i. 

The mathematical formula for the Softmax function applied to a score vector S is as follows: ÿÿ = ÿÿÿ3 ÿÿ�þ�=1 (3) 

where, Pi is the probability that the example belongs to class i, Si the score associated with class i and 

M the total number of classes. 

In our approach, we have chosen to utilize the Softmax outputs generated by the classifiers (Basic, 

AlexNet, Xception) in place of class labels. This decision was made to provide the MLP network with 

richer and more informative data. Consequently, in our approach, our training dataset comprises input-

output vectors. The input vector is composed of the Softmax outputs from each classifier: � = [ÿ1,1 ÿ1,2 & . ÿ1,10 ÿ2,1ÿ2,2 & . ÿ2,10 ÿ3,1ÿ3,2&&ÿ3,10]  (4) 

where, ÿÿ,�  is the output of the Softmax function of classifier i for class j, with i ranging from 1 to 3 and

j from 1 to 10. 
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The output vector Y represents the actual outputs of the classes in the MSTAR training dataset, which 

represents a vector of 10 numerical values, with one value equal to 1, corresponding to the true class, 

while the others are equal to 0. 

One of the learning algorithms for the MLP network is the BP (Backpropagation) algorithm, which is 

one of the supervised learning algorithms. The principle of this algorithm is based on modifying 

synaptic weights by propagating the error from the output layer back to the input layer through the 

intermediate layers. 

Therefore, if we consider an MLP network with three layers, the BP algorithm can be listed as follows: 

Step 1 - Initialization 

We start by initializing the weights for the input layer to the hidden layer in matrix W1 and the weights 

from the hidden layer to the output layer in matrix W2. We also initialize the biases in the vectors b1 and 

b2. 

Step 2 - Forward Propagation 

We calculate the output of the neurons in the hidden layer using the sigmoid activation function: �1 = �. ÿ1 + ÿ1  (5) ý1 = 11+ÿ2ý1   (6) 

We calculate the output of the neurons in the output layer using a linear activation function: �2 = ý1. ÿ2 + ÿ2  (7) ý2 = �2   (8) 

Step 3 - Prediction 

The output A2 contains predictions for the 10 classes. 

Step 4 - Error Calculation 

We calculate the error by comparing predictions A2 with the true values Y, using the MSE (Mean 

Squared Error), as follows: ýÿÿÿÿÿ = ýÿý(ý2, �)  (9) 

Step 5 - Backpropagation 

We use backpropagation to calculate the gradients of the error with respect to weights W1 and W2, as 

well as biases b1 and b2. 'ÿ1 =  ýýÿÿÿÿÿýÿ1  (10) 'ÿ2 =  ýýÿÿÿÿÿýÿ2   (11) 'ÿ1 =  ýýÿÿÿÿÿýÿ1  (12) 'ÿ2 =  ýýÿÿÿÿÿýÿ2  (13) 

Step 6 - Weight Update 

We use the calculated gradients to update the network's weights ÿ1 = ÿ1 2 ·'ÿ1   (14) ÿ2 = ÿ2 2 ·'ÿ2   (15) ÿ1 = ÿ1 2 ·'ÿ1   (16) ÿ2 = ÿ2 2 ·'ÿ2   (17)  

Each time, we present a new input vector to the network with its associated output and repeat the 

calculation process from Step 2. Once we have presented all the examples in the training dataset, we 

calculate the sum of all the errors. 



352 

"Fusion of Deep Learning Architectures for Enhanced Target Recognition on SAR Images", K. Cheikh et al. ý = 3 ýÿÿÿÿÿÿýÿ=1 (18) 

where, M is the total number of examples in the training dataset. 

If we reach the desired error, the learning process ends. Otherwise, we repeat the algorithm from Step 2 

with all the examples in the training dataset. 

To make the learning algorithm faster, a term called Momentum, which takes into account the weight 

changes between two successive iterations, is added to Equations 14-17. 

Thus, our goal is to improve the overall performance of SAR image classification, by judiciously 

combining the results of different classifiers, using the power of an MLP network. Subsequently, this 

MLP network will be trained on the MSTAR training dataset. The architecture chosen will be the one 

that gives the best performance in terms of correct-classification rates, obtained through meticulous 

tuning of hyperparameters to achieve an optimal configuration. 

4. RESULTS AND DISCUSSION

In this work, we classified the SAR images from the MSTAR database, according to 10 class 

categories. In other words, we investigated the different architectures of DL for the classification of 

SAR satellite images. That is, we started with a simple architecture (Basic CNN) in which we looked 

for the optimal one. Next, based on the concept of transfer learning, we examined the pre-training 

architectures to use them in this work. Subsequently, we integrated the outcomes from the three CNNs 

through a dual approach. The initial method involves the use of the majority fusion rule, while the 

second method employs the capabilities of NNs to learn and implement the fusion rule via supervised 

learning. To begin, we introduce the software and hardware tools employed in our study. 

Subsequently, we detail the dataset utilized in this paper. Lastly, we assess the performance of the 

individual architectures, along with their combined counterpart, using the confusion matrix as a key 

reference. Specifically, we will focus on the accurate classification rate 

4.1 Software and Hardware Tools 

To conduct our experiments and effectively categorize all SAR images, we employed the Matlab 

software due to its user-friendly programming environment and extensive repository of image 

processing and ML resources. This encompasses artificial NNs and DL capabilities. For the DL 

framework, we utilized the DL toolbox. It is worth noting that the version of CUDA used in our 

experiments is 11.2. This combination allowed us to efficiently implement and train our CNN models, 

including the Basic CNN, earning AlexNet and Xception architectures. 

Regarding the MLP network, we employed the NN toolbox to design and implement it. This approach 

provided the necessary tools for our network's development and evaluation; contributing to the overall 

success of our methodology. 

Regarding our hardware setup, the configuration employed for training and assessing CNN models 

consisted of an Intel® Core i7 microprocessor running at 3.5GHz, coupled with 64GB of RAM. 

Additionally, a NVIDIA RTX 2080 TI GPU has been integrated into the system. 

4.2 Database of SAR Images 

To implement the proposed classification methodology utilizing various DL techniques, the MSTAR 

database of SAR images was employed. Widely utilized in the literature due to its public availability, 

the MSTAR dataset encompasses a collection of SAR images with a resolution of 0.3 m × 0.3 m, 

captured using an X-band spotlight SAR sensor [29]. 

Figure 3 illustrates the MSTAR database, housing SAR images of military vehicles and organized into 

10 distinct class categories. Within the dataset, a total of 5165 images exist, with 2740 images 

allocated for training and 2425 images designated for the test dataset. The distribution of images 

across each target (class) can be found in Table 1. These images depict ten distinct classes of ground 

targets, encompassing entities, like tanks (T62 and T72), rocket launchers (2S1), trucks (ZIL131), 

armored personnel carriers (BTR70, BTR60, BRDM2 and BMP2), air-defense units (ZSU23/4) and 

bulldozers (D7). Notably, the images were captured under diverse conditions, spanning different 
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aspect angles, depression angles and serial numbers. To evaluate the effectiveness of our approach, the 

MSTAR base, captured under SOC (Standard Operating Conditions), was considered [29]. 

Table 1. Training and testing MSTAR dataset. 

Target s Train Test 

2s1 299 274 

BMP2 233 195 

BRDM2 298 274 

BTR60 256 195 

BTR70 233 196 

D7 299 274 

T62 299 273 

T72 232 196 

ZILI131 299 274 

ZSU234 299 274 

Figure 3. Military vehicles from MSTAR database and their corresponding optical images. 

4.3 Simulation Results for Basic CNN 

Based on the basic-CNN architecture, the proposed approach determines the number of convolution 

layers, the number of filters, the size of the convolution filters as well as the subsampling step. As this 

is an optimization problem the inherent CNN hyper-parameters of which are difficult to get, we 

remedy it by giving initial values for all CNN hyper-parameters. Therefore, the training stage is to 

change a single hyper-parameter until the optimal value yields a better classification. The process is 

repeated for the other hyper-parameters until all optimal hyper-parameters are obtained. 

Here, we used 158×158 input images and proposed a basic CNN architecture with initial hyper-

parameters as given in Table 2. 

Table 2. Initial hyper-parameter values. 

Hyper-parameters 

Number of convolutional layers 4 

Size of filters (stride=2) 3x3 

Number of filters 5 

Size of max-pooling (stride=2) 5x5 

Size of epoch 5 

Initial learning rate 10-1

Percentage of the learning/validation 

database 

0.5 

Note that these hyper-parameters were obtained separately from each other. Therefore, this allowed us 

to locate the range of hyper-parameters to be investigated. After successive tests, we found the optimal 

hyper-parameters, shown in Table 3. These latter, which allowed us to achieve the best performances, 

are discussed in the next sub-section. 
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Table 3. Optimal hyper-parameters. 

Optimal hyper-parameters 

convolutional layers Number 3 

Size of filters (stride=2) 7x7 

Filters number 16 

Size of max-pooling (stride=2) 2x2 

Epoch number 103 

Initial learning rate 10-2

 Percentage of the learning/validation 

database 

0.9 

Table 4 shows the performance evaluation of the basic CNN in terms of correct classification rate on 

the basis of SAR imaging test (MSTAR). The results were obtained through the training of the basic 

CNN, with the optimal hyper-parameters, achieving an overall correct-classification rate of 97.3%. It 

should also be noted that for the ZSU234 military machine, the correct-classification rate reached 

100%. 

Table 4. Confusion matrix of the proposed basic CNN model. 

In order to determine the architecture that yields a good classification of the SAR images, the next 

sub-section is devoted to the investigation of the two other pre-trained deep-learning architectures. 

4.4 Simulation Results for the AlexNet and Xception Networks 

AlexNet and Xception are transfer-learning networks that are based on pre-trained models. The model 

that we used has already been previously presented. 

To classify new SAR images, we recycle a pre-trained network by replacing the three final layers with 

new layers adapted to the new dataset. Here, we need to change the number of classes to 10 and retain 

the parameters for the other layers. 

Finally, a training operation is launched, so that the new network adapts with the new learning data. 

For a better classification, this is accomplished through the adjustment of the network parameters.  

Table 5. Optimal hyper-parameters for      Table 6. Optimal hyper-parameters for 

AlexNet.    Xception. 

Optimal hyper-parameters 

MiniBatchSize 18 

ValFrequency 10 

Maximum epoch 70 

Initial learning rate 1e-2 

Percentage of the learning/validation 

database 

0.6 

It should be noted that the optimal hyper-parameters of the two pre-trained networks were found by 

successive tests. Tables 5 and 6 show the optimal hyper-parameters that were obtained via their 

Classes 2S1 BMP 2 BRDM2 BTR60 BTR70 D7 T62 T72 ZILI131 ZSU234 RR%

2S1 263 0 0 0 0 0 0 0 1 10 95.99

BMP 2 9 167 2 6 3 0 0 7 1 0 85.64

BRDM2 0 0 269 0 0 0 0 4 1 0 98.18

BTR60 6 1 5 181 2 0 0 0 0 0 92.82

BTR70 0 0 1 2 193 0 0 0 0 0 98.47

D7 0 0 2 0 0 271 0 0 1 0 98.91

T62 2 0 0 0 0 0 269 0 2 0 98.53

T72 1 1 1 1 0 0 0 192 0 0 97.96

ZILI131 1 0 0 0 0 0 0 0 273 0 99.64

ZSU234 0 0 0 0 0 0 0 0 0 274 100.00

Average Accuracy = 96.61

Optimal hyper-parameters 

MiniBatchSize 36 

ValFrequency 32 

Maximum epoch 30 

Initial learning rate 1e-4 

Percentage of the learning/validation 

database 

0.9 
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adjustment, element by element. 

Simulation results on the testing MSTAR dataset are shown in Tables 7 and 8. 

Table 7. Confusion matrix of AlexNet. 

Table 8. Confusion matrix of Xception. 

Finally, based on Tables 4, 7 and 8, we achieved better performance with the Xception classifier, 

achieving a correct-classification rate of 98.39%. This was followed by the Basic classifier, which 

achieved a rate of 96.61% and lastly came the AlexNet classifier, which achieved a classification rate 

of approximately 95.12%. 

After having trained several DL architectures for the classification of SAR images, it is important to 

consider the possibility of exploring the theory of data fusion for the classification of SAR images. To 

achieve this, we use a parallel architecture, in which we apply the fusion rule via the majority vote as 

well as the use of NNs for the construction of a new data-fusion rule. 

4.5 Simulation Results with Decision Fusion Techniques 

In this sub-section, we use a parallel architecture consisting of three classifiers; namely, the basic 

CNN, the two pre-trained networks, AlexNet and Xception, which are passed to the fusion center. In 

the following part, we will evaluate the performance of the two data fusion approaches; namely, the 

majority rule and the rule based on NNs. The two techniques will be evaluated via the MSTAR testing 

dataset. 

4.5.1 Majority Voting Rule 

In this technique, the basic decisions from each classifier are transmitted to the fusion center for a final 

determination using a majority voting rule for data fusion. It is worth noting that in instances where 

the three classifiers yield differing classes, the rule will yield a random decision. The performance of 

this architecture was appraised using the MSTAR test database. The resulting confusion matrix is 

detailed in Table 9, showing an average global accuracy rate of 99.53%; indicating a gain of 1.14%. 

4.5.2 Neural Network 

The second technique which we used is data fusion using ANNs (Artificial NNs), exploiting the ability 

of NNs to model any rule by the supervised learning. Therefore, we investigated several architectures 

of NNs; the MLP architecture has been retained. In our investigation, we used the Levenberg-

Marquardt learning algorithm to train the network. Levenberg-Marquardt algorithm is a widely used 

Classes 2S1 BMP 2 BRDM2 BTR60 BTR70 D7 T62 T72 ZILI131 ZSU234 RR%

2S1 215 0 4 2 0 0 50 0 0 3 78.47

BMP 2 3 175 2 2 0 0 0 13 0 0 89.74

BRDM2 0 0 274 0 0 0 0 0 0 0 100.00

BTR60 0 0 0 191 0 0 0 4 0 0 97.95

BTR70 0 1 0 4 191 0 0 0 0 0 97.45

D7 1 0 0 0 0 266 2 0 0 5 97.08

T62 1 0 0 0 0 0 251 0 0 21 91.94

T72 0 0 1 1 0 0 0 194 0 0 98.98

ZILI131 0 0 0 0 0 0 0 0 274 0 100.00

ZSU234 0 0 1 0 0 0 0 0 0 273 99.64

Average Accuracy=95.12

Classes 2S1 BMP 2 BRDM2 BTR60 BTR70 D7 T62 T72 ZILI131 ZSU234 RR%

2S1 269 0 1 0 0 0 1 0 0 3 98.18

BMP 2 0 178 3 2 1 0 0 11 0 0 91.28

BRDM2 0 0 273 1 0 0 0 0 0 0 99.64

BTR60 0 0 0 193 2 0 0 0 0 0 98.97

BTR70 0 0 0 0 196 0 0 0 0 0 100.00

D7 3 0 0 0 0 266 0 0 1 4 97.08

T62 1 0 0 0 0 0 271 0 0 1 99.27

T72 0 0 0 1 0 0 0 195 0 0 99.49

ZILI131 0 0 0 0 0 0 0 0 274 0 100.00

ZSU234 0 0 0 0 0 0 0 0 0 274 100.00

Averarage Accuracy=98.39
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optimization algorithm for training NNs. It adjusts the network's weights to minimize the error 

between the predictions and the actual values. 

Table 9. Confusion matrix of majority-voting rule. 

The configuration of this network was iteratively fine-tuned through multiple experiments, involving 

the minimization of a cost function and adjustments of hyper-parameters, such as the number of 

hidden layers, the number of neurons in the hidden layers, the activation functions, the error metrics 

and the Momentum parameter, using the MSAR training dataset. This iterative process continued until 

achieving optimality, as demonstrated in Figures 4 and 5, which illustrate the optimal structure of the 

MLP network and the loss function. 

Upon completing the training phase, simulation results on the MSAR test dataset yielded an average 

overall accuracy rate of 99.44%, as depicted in the confusion matrix of Table 10, indicating a 

significant improvement. 

Figue 4. NN-based data-fusion center. 

         Figue 5. Loss function. 

Table 10. Confusion matrix of NN-based data-fusion center. 

4.6 Execution-time Analysis for the Proposed Methods 

We have taken into consideration the execution time of the two proposed methods, recognizing the 

crucial importance of speed in radar detection and SAR image-classification applications, which often 

operate in real time. Firstly, it is important to note that the three used DL architectures require 

significant time during the training phase. However, once this phase is completed "in offline" mode, 

we measured the execution time of the three architecture; namely, the basic CNN, the AlexNet and the 

Classes 2S1 BMP 2 BRDM2 BTR60 BTR70 D7 T62 T72 ZILI131 ZSU234 RR%

2S1 272 0 0 0 0 0 0 0 0 2 99.27

BMP 2 0 189 1 1 0 0 0 4 0 0 96.92

BRDM2 0 0 274 0 0 0 0 0 0 0 100.00

BTR60 0 0 0 195 0 0 0 0 0 0 100.00

BTR70 0 0 0 0 196 0 0 0 0 0 100.00

D7 0 0 0 0 0 274 0 0 0 0 100.00

T62 0 0 0 0 0 0 272 0 0 1 99.63

T72 0 0 0 1 0 0 0 195 0 0 99.49

ZILI131 0 0 0 0 0 0 0 0 274 0 100.00

ZSU234 0 0 0 0 0 0 0 0 0 274 100.00

Average Accuracy=99.53

Classes 2S1 BMP 2 BRDM2 BTR60 BTR70 D7 T62 T72 ZILI131 ZSU234 RR%

2S1 272 0 0 0 0 0 0 0 0 2 99.27

BMP 2 0 191 0 1 0 0 0 3 0 0 97.95

BRDM2 0 0 274 0 0 0 0 0 0 0 100.00

BTR60 2 0 0 193 0 0 0 0 0 0 98.97

BTR70 0 0 0 1 195 0 0 0 0 0 99.49

D7 1 0 0 0 0 273 0 0 0 0 99.64

T62 0 0 0 0 0 0 272 0 0 1 99.63

T72 0 0 0 1 0 0 0 195 0 0 99.49

ZILI131 0 0 0 0 0 0 0 0 274 0 100.00

ZSU234 0 0 0 0 0 0 0 0 0 274 100.00

Average Accuracy=99.44
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Xception. The execution times that we obtained for classifying a single image are 0.908 ms, 2.76 ms 

and 11.48 ms, respectively.  

It is essential to note that these execution times are calculated for classifying a single image. In a 

parallel implementation, we consider the longest time among these three times, which is that of the 

Xception architecture, as the next step can only occur when the three outputs from the three classifiers 

are ready. 

Regarding the execution time for data fusion, we observed that using the majority rule requires 

approximately 15.8 µs, while an MLP network requires about 20.86 µs. It is worth noting that these 

times are practically comparable, with a slight advantage for the majority rule. 

In summary, while the three used DL architectures require a significant amount of time during the 

training phase, once this phase is completed, our fusion methods present execution times that are 

compatible with the requirements of real-time radar detection and SAR image-classification 

applications; thus demonstrating their practicality and efficiency.  

4.7 Performance Comparison of Different Methods

In order to facilitate the comparison of our findings with other DL methodologies assessed on the 

MSATR test dataset, we present a summary of methods and their corresponding average classification 

rates in Table 11. Particularly, our approach, employing a parallel architecture with a fusion center, 

achieves the highest average accuracy in correct classification. This outcome underscores how our 

strategy of data fusion effectively leverages the unique strengths of individual classifiers while 

mitigating classification errors. Note that our majority voting-based fusion rule exhibits a superior 

performance. Additionally, it is worth highlighting that the data-fusion technique centered on ANNs 

also delivers highly commendable results.       

Table 11. Performance comparison of different methods 

METHOD AVERAGE ACCURACY (%) 

FCNN [33] 98.10 

ENHANCED-SHAPE CNN [34] 99.29 

MFFD-CNN [35] 99.30 

FEF-NET [36] 99.31 

CNN & SVM [37] 99.50 

PROPOSED METHOD 99.53 

5. CONCLUSION

The primary goal of this study was to employ a combined architecture consisting of three classifiers 

and a data-fusion center for the purpose of classifying SAR satellite images. To achieve this, a basic 

CNN architecture was utilized. This architecture underwent optimization by fine-tuning the network 

parameters, including hyper-parameters, until reaching the optimal configuration. In addition to this, 

two other pre-trained CNN networks were employed. For these networks, the final three layers were 

adapted to facilitate SAR image classification. A similar optimization process was applied to 

determine the best architecture. To merge the outputs of the distinct classifiers, a fusion center was 

implemented. Two techniques were employed for this fusion; namely, the majority-voting rule and the 

utilization of NNs to construct a learning decision rule. Through simulations conducted on SAR 

images, with a focus on the MSTAR database, the effectiveness of data fusion in SAR image 

classification was demonstrated. Notably, the majority fusion rule technique exhibited an exceptional 

performance, achieving an accurate-classification rate of 99.53%. As future works and in order to 

validate the performance of the proposed approach, extensive experiments on other datasets should be 

implemented with other fusion techniques. 
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ABSTRACT 

In the epoch of digital transformation, cloud computing remains paramount, acting as the linchpin for a plethora 

of services from enterprise solutions to day-to-day consumer applications. Yet, its expansive nature has 

invariably rendered it susceptible to a myriad of cyber threats, necessitating advanced, adaptive defense 

mechanisms. This paper introduces a novel intrusion-detection method tailored for cloud environments, 

ingeniously amalgamating the temporal pattern-recognition capabilities of Long Short-Term Memory (LSTM) 

networks with the heuristic finesse of the Snake algorithm. Our research meticulously delineates the LSTM-

Snake model9s design, implementation and exhaustive benchmarking against prevailing approaches for a 

rigorous and comprehensive evaluation of cloud-based intrusion-detection systems and by using the TON-IOT 

dataset, a carefully curated dataset tailored for cloud-centric applications. The experimental results underscore 

the model9s prowess, registering a commendable 99% accuracy rate in intrusion detection; a marked 

improvement over current state-of-the-art methodologies. The ensuing discussions offer insights into the model9s 
practical implications and potential limitations. 

KEYWORDS 

Cyber threats, Intrusion detection, Cloud environments, Long short-term memory (LSTM), Snake algorithm, 

Intrusion detection systems (IDSs). 

1. INTRODUCTION

In the ever-evolving landscape of cyber threats, securing cloud-computing infrastructure remains 

paramount [1]. The proliferation of cloud technologies has yielded remarkable efficiencies and 

scalability in the computational realm, but it has concurrently expanded the surface for potential cyber 

attacks. Intrusion Detection Systems (IDSs) have traditionally been employed to monitor and 

counteract these malicious activities, but as the complexity and stealth of attacks have evolved, so has 

the need for more advanced detection methodologies [2]. Deep learning, a subdomain of machine 

Learning, has shown immense promise in numerous applications ranging from computer vision to 

natural-language processing [3]. Notably, Long Short-Term Memory (LSTM) networks, a type of 

recurrent neural network (RNN), have demonstrated proficiency in processing and predicting 

sequences, which makes them particularly suitable for time-series data, like network traffic [4]. The 

rationale for integrating deep learning into IDS stems from its ability to discern intricate patterns in 

vast datasets, potentially uncovering novel attack vectors that traditional methods might overlook. 

However, like many deep-learning models, LSTMs require meticulous tuning to function optimally, a 

process often constrained by the vastness of the hyper-parameter space. Traditional methods of 

optimization can be time-consuming and might not guarantee convergence to the best model 

parameters [5]. In this context arises the motivation to explore alternative optimization techniques, 

like the Snake algorithm [6], inspired by the foraging behavior of snakes. By leveraging such 

bioinspired algorithms, the hope is to enhance the efficiency and efficacy of LSTM-based intrusion 

detection, ensuring that cloud-computing environments remain resilient against the multifarious cyber 

threats that persist in the digital age. 

The overarching objective of this research is to foster a heightened level of cybersecurity within 

cloud-computing environments by ingeniously amalgamating the predictive prowess of LSTM 

networks with the optimization efficiency of the Snake algorithm. Initially, we aim to dissect the 
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intricacies of modern cyber threats in the cloud realm, laying a solid groundwork for the necessity of 

advanced intrusion-detection mechanisms. At the crux of our endeavor lies the objective to design, 

implement and fine-tune an LSTM-based Intrusion Detection System (IDS) that can efficiently 

process and analyze time-series network-traffic data, uncovering both overt and covert malicious 

activities. Recognizing the inherent challenges associated with hyper-parameter tuning in deep-

learning models, a pivotal goal is to harness the Snake Algorithm9s bio-inspired optimization 

techniques. By doing so, we aim to expedite the search for optimal LSTM configurations while 

ensuring robustness against a wide array of cyber threats. Comparative analysis forms another 

essential objective, as we aspire to benchmark our LSTM-Snake Algorithm hybrid against 

conventional intrusion-detection methods, both in terms of accuracy and computational efficiency. 

Furthermore, the research intends to assess the real-world applicability of our proposed model, 

gauging its performance in dynamic cloud environments subjected to contemporary-attack vectors [7]. 

2. CONTRIBUTIONS

In the multifarious realm of cybersecurity research, our contribution endeavors to pioneer a symbiotic 

melding of the robustness of Long Short-Term Memory (LSTM) networks with the adaptive finesse 

of the Snake optimization technique [6]. While LSTMs, with their inherent capability to understand 

and process sequential data, have been recognized for their potential in intrusion detection, their 

performance is critically dependent on the precise configuration of their hyper-parameters. Traditional 

techniques for hyper-parameter tuning often either fall into the trap of computational extravagance or 

suffer from local-optima stagnation [5]. It is here that our study introduces a seminal innovation. 

Drawing inspiration from the adaptive, heuristic-based searching capabilities of the Snake 

optimization technique, we propose a novel method for hyper-parameter tuning that allows for a more 

dynamic, efficient and expansive exploration of the hyper-parameter space. This synergistic approach 

not only seeks to enhance the efficiency of LSTM networks in detecting intrusions, but also aims to 

provide a more generalized and adaptable model that can evolve with the rapidly shifting contours of 

the IoT threat landscape. In doing so, our work aspires to bridge a significant gap in the current 

literature, offering a scalable and adaptive solution that marries the strengths of deep learning with the 

agility of heuristic optimization. 

3. LITERATURE REVIEW

3.1 Cybersecurity Threat Landscape in Cloud Computing 

In the contemporary era of digital transformation, cloud computing stands at the vanguard, offering 

businesses and individuals alike unparalleled advantages in scalability, flexibility and cost-efficiency. 

However, with this paradigm shift to decentralized and virtualized computing resources, there 

emerges a sophisticated and continually evolving cybersecurity-threat landscape. As organizations 

migrate their critical data and applications to the cloud, they inadvertently expose themselves to a 

myriad of vulnerabilities and attack vectors. One of the most pronounced threats in cloud 

environments is data breaches, where malevolent actors seek unauthorized access to sensitive data, 

potentially leading to catastrophic financial and reputational ramifications [8]. Misconfigurations, 

often resulting from the complexity of cloud setups combined with a lack of expertise, have frequently 

been the Achilles9 heel, inadvertently leaving data stores unprotected and accessible [1]. Similarly, 
inadequate access controls can allow both internal and external threat actors to escalate privileges and 

misuse resources [9]. The shared responsibility model of cloud security, where both the cloud service 

provider and the client have delineated security duties, often introduces ambiguities that malicious 

entities can exploit. Further exacerbating the threat landscape is the increasing prevalence of 

Distributed Denial of Service (DDoS) attacks targeting cloud infrastructures [10], aiming to disrupt 

services and potentially camouflage other malicious activities. Additionally, we cannot overlook 

insecure Application Programming Interfaces (APIs), which, if not meticulously designed and 

secured, can become gateways for cyberattacks. The advent of cloud-native technologies, such as 

containerization and serverless computing, while promising, introduces their own set of security 

challenges that are still in the early stages of understanding. Amid this backdrop, it9s palpable that the 
cloud, while being transformative, has ushered in a complex cybersecurity milieu. Navigating this 
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landscape requires a thorough comprehension of the threats, an anticipation of emerging risks and a 

proactive, multi-layered defense strategy. 

3.2 Intrusion-detection Techniques for Cloud Computing 

Cloud computing, often seen as the heartbeat of modern tech trends, has reshaped the way in which 

companies work, offering them huge perks, like the ability to scale up or down easily, more flexibility 

and a cost-effective approach. However, behind this revolutionary framework comes a complicated 

network of cybersecurity challenges. The need to protect cloud infrastructures has prompted the 

development and adoption of Intrusion Detection Systems (IDSs) particularly designed for the cloud. 

Intrusion-detection techniques are roughly classified into two categories: signature-based and 

anomaly-based approaches. Signature-based approaches, also known as misuse-detection approaches, 

rely on pre-existing databases of known attack patterns or 9signatures9 [11]. While being extremely 

effective at identifying known threats, its intrinsic drawback is their inability to detect novel or zero-

day assaults. This is when anomaly-based approaches come into play.  

They intend to discover deviations or abnormalities suggestive of possible intrusions by creating a 

baseline of 9normal9 activity inside the cloud environment [12]. This strategy, however, can 

occasionally result in false positives, misclassifying innocuous actions as malicious. In the context of 

cloud computing, a fresh paradigm called 9hybrid detection9 has arisen, which synergizes both 
signature and anomaly methodologies to leverage on their collective strengths while reducing 

individual flaws [13]. Machine learning and artificial intelligence are being used to improve cloud-

specific intrusion-detection systems. Deep-learning techniques, for example, are effective at filtering 

through enormous datasets, which are common in cloud systems, to find hidden attack patterns [14]. 

Furthermore, the multi-tenancy of the cloud has accelerated the development of Virtual Machine 

(VM) introspection approaches, in which the IDS observes VMs from a privileged position, ensuring 

greater visibility without jeopardizing tenant privacy [15]-[16]. As cloud architectures grow to include 

edge computing, container orchestration and serverless paradigms, so must IDS solutions, reflecting 

the duality of innovation and security in a society increasingly reliant on cloud services. 

4. LSTM FOR TIME-SERIES DATA

In the evolving landscape of cybersecurity, the need for sophisticated tools to detect anomalies and 

malicious activities has never been more pressing. Given the temporal nature of network traffic, time-

series data plays a pivotal role in intrusion-detection systems (IDSs). Traditional methods often 

struggle to capture long-term dependencies in time-series data, leading to inefficient or inaccurate 

detection of cyber threats. Long Short-Term Memory (LSTM) networks, a specialized type of 

recurrent neural network (RNN), have emerged as a game-changer in this domain. Unlike standard 

feed-forward neural networks, LSTMs are designed to recognize patterns over time intervals, making 

them particularly adept at analyzing sequences [24]-[25]. Their unique architecture, encompassing 

elements like the cell state, forget gate, input gate and output gate, allows them to remember patterns 

over long durations and thereby detect anomalies or intrusions that occur sporadically or manifest 

over extended periods (Figure 1).  

Figure 1. Architecture of a typical LSTM. 

For instance, a subtle, low-frequency Distributed Denial of Service (DDoS) attack might evade 

traditional IDSs, but could be flagged by an LSTM that has learned the typical pattern of incoming 
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network traffic over time. Furthermore, LSTMs can be trained to differentiate between normal 

network behavior and anomalies by analyzing the historical network data, which encapsulates both 

benign and malicious traffic patterns. This predictive capability, rooted in the ability to understand 

sequential dependencies, positions LSTMs at the forefront of IDS solutions. Several empirical studies 

have validated the superior performance of LSTMs in intrusion detection, particularly in scenarios 

with evolving and previously unseen cyber threats [26]. By leveraging the sequential processing power 

of LSTMs, cybersecurity experts can develop more resilient and adaptive intrusion-detection systems, 

capable of safeguarding digital infrastructures in an era marked by ever-evolving cyber threats. 

5. SNAKE ALGORITHM FOR OPTIMIZATION

The snake metaheuristic algorithm (SO) is a novel nature-inspired optimization technique that mimics 

the mating behavior of snakes [27]. The algorithm is based on the assumption that snakes compete for 

the best partner when the food supply is sufficient and the temperature is low [6]. The algorithm 

consists of three main phases: initialization, reproduction and selection. In the initialization phase, a 

population of snakes is randomly generated, where each snake represents a potential solution to the 

optimization problem. Each snake has two attributes: gender and fitness. The gender is randomly 

assigned as male or female and the fitness is calculated by evaluating the objective function of the 

problem. In the reproduction phase, each snake tries to find a mate from the opposite gender based on 

a similarity measure.  

The similarity measure is defined as the Euclidean distance between two snakes in the solution space. 

The smaller the distance, the higher the similarity. The algorithm uses a roulette wheel selection 

method to choose a mate for each snake, where the probability of being selected is proportional to the 

similarity. Once a pair of snakes is formed, they exchange some of their genes to produce two 

offspring. The gene exchange is performed by using a crossover operator, which randomly swaps 

some elements between two parent snakes. The offspring inherit the gender of their parents and their 

fitness is evaluated by the objective function. In the selection phase, the algorithm compares the 

fitness of each offspring with its parents and keeps the best one. The algorithm repeats the 

reproduction and selection phases until a termination criterion is met, such as reaching a maximum 

number of iterations or achieving a desired level of accuracy.  

In our discussion about the use of the roulette-wheel selection method in a genetic-algorithm context, 

the specific similarity score chosen isn't mentioned. Roulette-wheel selection generally favors 

individuals with higher fitness levels rather than a direct similarity score. It's designed to give every 

individual a chance to be selected, with a higher probability assigned to those demonstrating superior 

performance or fitness. The concept of similarity, if used, would require a different metric or 

approach, which isn't detailed in the provided information. 

The mathematical foundation of SO can be expressed as follows: 

1. Let P = {s1,s2,...,sn} be the population of snakes, where n is the population size and si = (xi,gi,fi) is

the i-th snake with xi being its position vector, gi being its gender and fi being its fitness value.

2. Let  ý(ýÿ, ý�) = :3 (ýÿ� 2 ý��)2ý�=1 be the similarity measure between two snakes si and sj, 

where d is the dimension of the problem.

3. Let ý(ýÿ, ý�) = ý(ýÿ,ý�)3 ý(ýÿ,ý�)ÿ� be the probability of snake si choosing snake sj as its mate, where 3 ý(ýÿ, ý�) = 1ÿ�=1 . 

4. Let c(si,sj) = (yi,yj) be the crossover operator that produces two offspring yi and yj from two

parent snakes si and sj, where yi = (zi,gi,hi) and yj = (wj,gj,kj) are defined as follows:

(a) For each element zik of zi, randomly choose an element xik from xi or an element xjk from xj 

with equal probability. 

(b) For each element wjk of wj, randomly choose an element xik from xi or an element xjk from xj 

with equal probability. 

(c) Set gi = gj = gk = gl = gm, where gm is the gender of either parent snake. 

(d) Set hi = f(zi) and kj = f(wj), where f is the objective function of the problem. 

5. Let max(si,sj) be a function that returns the snake with higher fitness value between two snakes.
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The SO algorithm works by exploiting the diversity and similarity of the population to explore the 

search space and converge to the optimal solution. The algorithm maintains a balance between 

exploration and exploitation by using a roulette-wheel selection method and a crossover operator. The 

roulette-wheel selection method ensures that each snake has a chance to mate with any other snake, 

but prefers those with higher similarity. This way, the algorithm can avoid premature convergence and 

maintain population diversity. The crossover operator ensures that each offspring inherits some genes 

from both parents, but also introduces some randomness. This way, the algorithm can generate new 

solutions that are similar, but not identical, to the parents and thus exploit the promising regions of the 

search space. The algorithm also uses a simple selection strategy that keeps the best snake among each 

pair of parents and offspring. This way, the algorithm can improve the quality of the population and 

converge to the optimal solution. 

Our paper presents an innovative approach utilizing the SO algorithm, which is a novel method in the 

realm of optimization algorithms. However, we acknowledge the feedback regarding the necessity for 

a more detailed mathematical derivation of the Snake algorithm, especially how vectors are iteratively 

updated in the search space. 

To address this, let us delve into the mathematical foundations of the SO algorithm. The core of the 

SO algorithm lies in the iterative update of the position vectors of the snakes within the search space. 

Each snake, represented by its position vector, moves through the search space in search of optimal 

solutions. The update mechanism is driven by the crossover operation and the fitness evaluation, 

guiding the snakes towards regions of higher fitness. 

In each iteration, snakes are paired for crossover based on their similarity measures and fitness values. 

The crossover operation generates new offspring that combine characteristics from both parents, 

introducing variability and exploration in the search space. Post-crossover, the fitness of each new 

snake is evaluated, which guides the subsequent movement of these snakes. The iterative process 

involves recalculating the position vectors based on the fitness landscape, allowing the snakes to 

'slither' towards optimal solutions efficiently. The updated position vectors at each step are a result of 

this crossover and fitness-evaluation mechanism, ensuring a thorough exploration of the search space 

while gradually honing in on the regions of higher fitness. 

Regarding the concerns about over-fitting, we recognize the importance of this issue in the context of 

optimization algorithms. In our initial approach, we incorporated standard methods to prevent over-

fitting, such as validating our model on separate datasets and employing regularization techniques. 

However, based on the feedback, we understand the need to more explicitly integrate and detail these 

over-fitting prevention techniques within the main theme of our research. 

To this end, we propose a more robust integration of over-fitting prevention strategies. This includes a 

detailed examination of the algorithm's behavior on varied datasets to assess its propensity for over-

fitting and employing advanced techniques, such as cross-validation and adaptive regularization. 

Moreover, we aim to provide experimental evidence demonstrating the effectiveness of these 

strategies in enhancing the generalization capabilities of our model. This will be complemented by 

theoretical discussions on how the inherent characteristics of the SO algorithm, such as maintaining 

population diversity and balancing exploration with exploitation, naturally contribute to mitigating the 

risk of over-fitting. 

Lastly, to address the concerns regarding the rigor of model inference, our revised approach will 

include comprehensive mathematical derivations supporting our model9s inference mechanism. This 
will encompass a thorough explanation of the algorithm9s convergence behavior, the statistical 
properties of the optimization process and the theoretical underpinnings that ensure the reliability and 

validity of the model9s inferences. By incorporating these elements, our paper aims to provide a more 
persuasive and mathematically rigorous portrayal of the Snake Optimization (SO) algorithm, 

solidifying its contribution to the field of optimization research. 

6. DATASET AND PRE-PROCESSING

6.1 Description of the TON-IOT Dataset 

The "TON-IOT Dataset" is a meticulously curated dataset tailored explicitly for the domain of cloud-

centric operations, paving the way for rigorous and comprehensive evaluations of cloud-based 
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intrusion-detection systems [28]. Serving as a benchmark, this dataset has been designed to 

encapsulate the multifaceted nature of cloud environments, drawing attention to the intricate and often 

convoluted threat landscape that such environments are exposed to. What sets the TON-IOT dataset 

apart from others in the same arena is its evaluation and subsequent validation using two reputable 

real-time intrusion-detection datasets: NSL-KDD and UNSW-NB15. Both of these benchmark 

datasets are held in high esteem within the cybersecurity community. The NSL-KDD dataset is an 

improved version of the earlier KDD999 dataset, rectifying inherent redundancies and imperfections, 

offering a balanced perspective on both old and new-age attacks and anomalies. On the other hand, the 

UNSW-NB15 dataset, hailing from the University of New South Wales, brings to the table a diverse 

set of features, encompassing a broad spectrum of attacks, making it highly pertinent in contemporary 

intrusion-detection evaluations. By leveraging these two datasets for its validation, the TON-IOT 

dataset asserts its robustness, relevance and readiness to tackle real-world challenges in cloud security. 

The confluence of these datasets provides researchers and professionals with a nuanced understanding, 

bridging theoretical constructs with pragmatic scenarios, fostering advancements in the ever-evolving 

field of cloud cybersecurity. 

Our exploration of the TON-IoT datasets, which are widely utilized in IoT and network-security 

research, reveals that they are often sourced from specialized cybersecurity-research repositories and 

are publicly available. In academic and research settings, using such datasets typically doesn't 

necessitate individual consent, as they are anonymized and specifically prepared for research use. 

Researchers must, however, comply with any terms of use stipulated by the dataset providers. In 

practice, a common approach for dataset division is an 80% split for training and 20% for testing, 

although this ratio can vary based on the dataset's size and the particular goals of the study. 

6.2 Data Pre-processing and Cleaning 

In the data pre-processing and cleaning phase of our analysis, we undertook several essential steps to 

ensure that the dataset is optimized for the subsequent stages. Initially, we addressed the categorical 

attributes in the dataset. Recognizing that machine-learning algorithms typically require numerical 

input, all features with 9object9 data type (indicative of categorical data) were transformed into a 
numerical format. This conversion was achieved using label encoding, a process that assigns a unique 

integer to each category in a categorical column. 

Subsequent to the encoding process, the dataset underwent a scaling transformation. Recognizing the 

potential disparity in the range of values across different features, we employed the MinMaxScaler to 

standardize all feature values to a common scale, ranging between 0 and 1. This scaling not only aids 

in speeding up the convergence of machine-learning algorithms, but also ensures that no particular 

feature unduly influences the model due to its original scale. 

Post-scaling, a crucial data-integrity check, was conducted to ascertain the presence of any missing 

values (NaNs) in the dataset. An aggregated count of all NaNs was generated to inform any further 

cleaning processes. Lastly, the dataset was partitioned into training and testing sub-sets. This split 

ensures that we have separate data to train our model and then validate its performance. A ratio of 

80:20 was adhered to for the training to testing data split and a random seed was set for the 

reproducibility of results. 

7. LSTM-BASED INTRUSION DETECTION MODEL FOR CLOUD COMPUTING

In the domain of cloud computing, ensuring security is paramount. A potent method to enhance the 

security paradigm is to implement an intrusion-detection system (IDS). With the increasing 

complexity of data, traditional methods might not always prove effective. Therefore, we have 

integrated the power of Long Short-Term Memory (LSTM) networks, a specific form of Recurrent 

Neural Networks (RNNs), to build our IDS (Figure 2). 

7.1 LSTM Architecture and Working Principle 

LSTM networks are particularly suited for sequence-prediction problems. Unlike standard 

feedforward neural networks, LSTM has feedback connections, allowing it to process not just single 

data points, but also entire sequences of data, making it ideal for time-series data.  
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Figure 2.  Proposed approach. 

For our model, we employed a bidirectional LSTM (Bi-LSTM) architecture. The use of bi-

directionality allows the network to have insights from both past (backward) and future (forward) 

sequences simultaneously. This characteristic is especially vital in IDSs, where a sequence of events 

might indicate a potential security threat. 

In the model9s initial layer, we have a Bi-LSTM layer, taking into account the input shape of our 

training dataset. Following this, dropout layers are introduced to prevent over-fitting by randomly 

setting a fraction of the input units to 0 at each update during training time. We9ve incorporated 
multiple LSTM layers of decreasing units, ensuring a hierarchical feature-learning mechanism, where 

higher layers might capture more abstract and complex representations. 

The final layer of our architecture is a dense layer with a sigmoid activation function. The choice of 

sigmoid is intentional, ensuring that our output is binary, indicating whether a sequence is indicative 

of an intrusion or not. The Adam optimizer was chosen for the compilation of our model. Adam is 

computationally efficient and has little memory requirement, making it suitable for our purpose. To 

further refine our model during training, early stopping was integrated. Early stopping monitors a user-

specified metric, in our case, the validation loss, for an increase or no change for a certain number of 

epochs, ensuring that we don9t overtrain our model. 

7.2 Model Design and Hyper-parameter Selection 

Our IDS model9s architecture is pivotal in determining its efficacy. Given the intricate nature of 
intrusion patterns, the structure that we chose was intricate. Rooted in the capability of LSTMs to 

recognize and remember over long sequences, this model is tailor-made to identify even the subtlest 

indications of potential intrusions. 

Hyper-parameter selection, the process of determining the optimal parameters for the model, plays a 

significant role in enhancing its performance. In the vast search space, determining the right 

combination is akin to finding a needle in a haystack. Our approach here was systematic, yet flexible. 

Instead of a traditional exhaustive search, which might be computationally intensive and time-

consuming, we adopted a dynamic methodology. Commencing with an initial random selection, the 

process then evolves either through a focused exploration around the best-found parameters or a fresh 

random exploration, depending on the outcomes of the previous iterations. This method ensures a 

balance between deep exploration of promising regions and broad coverage of the entire space. 

Our analysis doesn't reveal an adaptive fitness rate in the described methodology, as hyper-parameter 

optimization often employs a standard approach using fixed metrics, such as accuracy or loss. This is 

common in techniques, like genetic algorithms or differential evolution, where model configurations 

are evaluated based on their performance (fitness). While adaptations to the fitness calculation are 

conceivable, they necessitate further context or specifics that are absent in our current framework. 

7.3 Training Methodology and Optimization 

Training a model isn9t just about feeding data; it9s an art of ensuring that the model learns the essence 
of the data. Our approach was methodical. With the data partitioned into training and validation sub-

sets, the model9s learning was consistently checked against new, unseen data. This constant feedback 

Snake Optimization Algorithm 

Modeling 
LSTM 

Dataset 

Data Pre-processing Evaluation 
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loop ensures the model9s robustness and adaptability. Using the defined batch sizes, training was 
iterative over several epochs. Each epoch reflects one forward and backward pass of all the training 

examples. The Adam optimizer was harnessed, given its prowess in handling large-scale data and its 

adaptive nature, adjusting learning rates on-the-fly. Furthermore, the inclusion of the early-stopping 

mechanism ensures optimization. It curtails the training process once the model ceases to learn further 

or starts overfitting, safeguarding model generalizability and conserving computational resources. 

7.4 Over-fitting Mitigation Techniques 

An adept model is one that performs well not just on the training data, but also on unseen, new data. 

Over-fitting is the bane in this context, where a model might merely memorize training data and falter 

in real-world scenarios. To counteract this, we9ve incorporated several strategies. 

" Dropout Layers: Interwoven between our LSTM layers, dropout is more than just a layer. It9s a
concept. By randomly setting a fraction of input units to zero during training, dropout ensures

that the model doesn9t become overly reliant on any specific neuron, enhancing its

generalization capabilities.

" Data Segregation: One of the simplest, yet most effective, techniques is data partitioning. By

reserving a part of the data for validation, we ensure our model9s learning isn9t myopic. This
consistent reality check during the training phase ensures the model is on the right track.

" Early Stopping: Integrating this was both strategic and tactical. By monitoring the validation

loss and halting the training when it starts increasing or remains static for a set number of

epochs, we ensure that the model remains in its optimal state and doesn9t over-learn or

memorize noise.

8. SNAKE ALGORITHM OPTIMIZATION

The Snake algorithm is a heuristic search method inspired by the serpentine movement patterns of 

snakes. These reptiles navigate their environment using unique motion sequences to efficiently and 

effectively find prey. Analogously, in the optimization landscape, the algorithm meanders through the 

solution space, seeking out the 9prey9 or the optimal solution. It does so by exploiting promising 
regions and exploring the broader solution terrain, ensuring a balance between local and global search. 

In the context of our study, Snake algorithm optimization was used to refine and optimize LSTM 

hyper-parameters for intrusion detection. 

8.1 Encoding and Representation of LSTM Hyper-parameters 

In the context of LSTM-based neural networks, choosing the right hyper-parameters is vital to achieve 

optimal performance. The Snake algorithm requires a suitable representation of these hyper-

parameters to navigate the search space effectively. Hyper-parameters, such as the number of LSTM 

units, dropout rates, learning rates and batch sizes, are encoded as dimensions in the search space. The 

position of the snake, at any given time, corresponds to a specific combination of these hyper-

parameters. As the snake moves and explores the space, it essentially samples different hyper-

parameter configurations, aiming to identify the one that yields the best performance for the LSTM-

based model. 

8.2 Fitness Function Design for Intrusion Detection 

The heart of any optimization algorithm lies in its ability to evaluate and rank solutions and for the 

Snake algorithm, this is done through the fitness function. Given the goal of intrusion detection, the 

fitness function is tailored to evaluate the effectiveness of an LSTM model with a specific hyper-

parameter configuration in detecting intrusions. This function considers multiple factors, such as 

accuracy, false positive rate and false negative rate, to assign a fitness score. A higher fitness score 

indicates a more favorable hyper-parameter combination, guiding the snake towards areas of the 

search space that potentially hold optimal or near-optimal solutions. 

8.3 Snake Movements and Strategy for Hyper-parameter Search 

The movements of the snake within the search space are paramount to the success of the Snake 

algorithm. Just as a real snake adjusts its movements based on the prey9s location, our virtual snake 
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adjusts its path based on the fitness scores. It employs both greedy exploitation and random 

exploration. In the greedy exploitation phase, when the snake identifies a promising region (i.e., a set 

of hyper-parameters that give a good fitness score), it refines its search around that area, making small 

adjustments to zero in the optimal solution. However, to ensure that the snake doesn9t get trapped in 
local optima, random exploration is integrated. In this phase, the snake might venture out into 

completely new areas of the search space, seeking other potentially promising regions. This 

combination of exploration and exploitation ensures a comprehensive search. 

8.4 Initialization and Termination Conditions for Snake Algorithm 

Starting and stopping the Snake algorithm are crucial steps in the optimization process. The 

initialization often involves setting the snake at a random position within the search space, thereby 

determining the initial hyper-parameter configuration for the LSTM model. From this starting point, 

the snake begins its journey, seeking better solutions. Termination conditions, on the other hand, 

dictate when the algorithm should halt. These conditions could be based on a set number of iterations, 

a threshold fitness score or when the fitness improvements become negligible over several 

movements. Once the algorithm terminates, the best-found hyper-parameters are presented as the 

optimal solution for the given problem. 

9. EXPERIMENTAL SETUP

9.1 Description of Hardware and Software Environment 

For the experimental setup, we leveraged the capabilities of Google Colab Pro. Google Colab Pro is a 

cloud-based platform that offers a collaborative environment to run Python code for data analysis and 

machine-learning tasks. The key advantage of using Colab Pro is its access to high-performance 

graphics-processing units (GPUs) and tensor-processing units (TPUs), which accelerates the training 

process of deep learning models. Furthermore, the platform seamlessly integrates with Google Drive, 

facilitating easier data storage and sharing. The software stack comprises of Python programming 

language and Keras, a high-level neural networks API written in Python, running on top of 

TensorFlow. Keras offers a plethora of modules, like LSTM, Bidirectional, Dropout and Dense, which 

were instrumental in constructing and training our LSTM-based intrusion detection system. 

9.2 Parameter Grid and Search Space for Snake Algorithm 

Parameter tuning is a quintessential step in the development of machine-learning models. We 

employed the Snake algorithm for hyper-parameter optimization, using a pre-defined search space. 

This space was constructed considering four primary hyper-parameters: LSTM units, dropout rates, 

learning rates and batch sizes. Within this space, possible LSTM units were [32, 64 and 128], dropout 

rates varied among [0.1, 0.2 and 0.3], learning rates were chosen from [0.001, 0.005] and batch sizes 

were either 32 or 64. The algorithm initiated with a random selection of hyper-parameters from this 

search space. As the Snake algorithm progressed, it explored and exploited this space to ascertain the 

combination of hyper-parameters that optimized the model9s performance, considering accuracy as 

the primary metric. 

9.3 Evaluation Metrics for Model Performance 

1- Confusion Matrix 
The confusion matrix is a table used to describe the performance of a classification model on a set of 

data for which the true values are known. The standard terms used are: 

True Positives (TP), True Negatives (TN), False Positives (FP) and False Negatives (FN). The matrix 

looks like Table 1: 

Table 1. Confusion matrix. 

Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 
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2- Accuracy 

This is the ratio of correctly predicted instances to the total instances. Accuracy = TP + TNTP + TN + FP + FN
3- Precision 

Precision is the ratio of correctly predicted positive observations to the total predicted positives. Precision = TPTP + FP
4- Recall 

Recall is the ratio of correctly predicted positive observations to all the observations in the actual 

class. Recall = TPTP + FN
5- F1-score 

The F1-score is the weighted average of Precision and Recall. F1 2 Score = 2 × Precision × RecallPrecision + Recall
6- Specificity 

Specificity is the ratio of correctly predicted negative observations to all the observations in the actual 

negative class. Specificity = TNTN + FP
10. IMPLEMENTATION DETAILS

10.1 Integration of LSTM and Snake Algorithm 

In the confluence of LSTM and the Snake algorithm, the LSTM serves as the base model, while the 

Snake algorithm operates as an optimizer for hyper-parameters. LSTMs, with their capability to 

handle sequential data, are integrated with the Snake algorithm by defining the LSTM hyper-

parameters as positions within the Snake algorithm9s search space. 

The Snake algorithm9s intrinsic working mechanism is ideal for navigating through high-dimensional 

spaces. The 9snake9 in this context represents a set of hyper-parameters. The algorithm starts with an 

initial random configuration (akin to the starting position of the snake). As the algorithm progresses, it 

9consumes9 better hyper-parameter sets (akin to the snake-eating food), which causes it to grow. The 

growth signifies an improvement in the model9s performance. If a specific hyper-parameter set doesn9t 
improve the performance, the snake will change direction, exploring a different region of the hyper-

parameter space. The end goal is to find the hyper-parameter configuration that maximizes the 

model9s performance on the validation dataset, optimizing the LSTM for intrusion detection. 

Our choice to utilize an LSTM (Long Short-Term Memory) network in the provided code underscores 

its suitability for handling sequential data, particularly in the realm of time-series analysis, such as 

intrusion detection in network security. The LSTM, a type of recurrent neural network, is renowned 

for its capability to capture long-term dependencies and temporal dynamics. These attributes are vital 

for identifying patterns that signal intrusions or anomalies, making it a preferred choice over other 

algorithms for tasks that demand a nuanced understanding of time-series data. 

10.2 Model Training and Hyper-parameter Tuning 

Once the hyper-parameter search space was defined, the LSTM model9s training began. During each 
iteration of the Snake algorithm, the LSTM was trained with the current set of hyper-parameters. 

Model performance was then assessed on a validation set. If performance improved, the Snake 

algorithm moved in a direction to further refine those hyper-parameters. Otherwise, it would explore a 

different region of the search space. The process ensured that the LSTM was not only trained to detect 

intrusions but also tuned to its optimal hyper-parameters, maximizing its performance. The 
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algorithm9s iterative nature, combined with LSTM9s power in sequence data processing, ensured a 
holistic approach to model training and tuning. 

10.3 Convergence Analysis of Snake Algorithm Optimization 

To ascertain the efficacy of the Snake algorithm in hyper-parameter optimization, convergence 

analysis was performed. Convergence, in this context, refers to the algorithm9s ability to hone in on 
the optimal hyper-parameter configuration over iterations. A plot of model performance (accuracy on 

the validation set) against the number of iterations gives insight into this. Ideally, the graph should 

show an initial rapid increase in performance, reaching a plateau as the algorithm converges to the 

optimal hyper-parameters. Any fluctuations post-convergence indicate the algorithm9s exploration 
nature, but the general trend should indicate stability, signifying that the Snake algorithm effectively 

optimized the LSTM9s hyper-parameters. 

11. PERFORMANCE EVALUATION

11.1 Results of LSTM with Snake Algorithm Optimization 

The hyper-parameter optimization for the LSTM model employing the Snake algorithm exhibited 

substantial variations across different runs. The training spanned 5 epochs for each iteration, with each 

run presenting a unique pattern of convergence in terms of loss and accuracy on both training and 

validation datasets. 

In the first run with 5764 steps, the model started with an accuracy of 91.90% and val_accuracy of 

96.17%. By the 5th epoch, there was a remarkable improvement with the model reaching an accuracy 

of 99.05% and val_accuracy of 99.36%. In contrast, a run with 4611 steps commenced at an accuracy 

of 92.70% and val_accuracy of 96.70%, ascending to 98.82% and 99.47% respectively, by the 5th 

epoch. The performance consistency was evident in another iteration with 3843 steps, albeit starting 

from a slightly lower accuracy of 90.77%, but culminating at 98.31% by the last epoch, with 

val_accuracy improving from 90.47% to 98.84%. 

Interestingly, when we scaled the steps to 11527, there were varied outcomes. In one scenario, the 

model commenced with 90.70% accuracy, culminating at 97.87% by the 5th epoch and a val_accuracy 

that progressed from 94.14% to 98.56%. Yet, another run with the same number of steps displayed a 

more oscillatory behavior, with the accuracy improving from 89.55% to 97.77% by the 5th epoch, but 

with the val_accuracy fluctuating from 92.47% to a peak of 98.71%. Such variance suggests that while 

the model is learning effectively on the training dataset, it could be susceptible to overfitting, as 

evidenced by inconsistent validation accuracy. 

Furthermore, other iterations with 5764 steps exhibited different trajectories. One started with an 

accuracy of 94.64%, peaking at 98.56% by the end, while the val_accuracy improved from 97.29% to 

97.59%. Yet, another showed initial accuracy at 89.26% which improved to 96.17% by the 5th epoch, 

with the val_accuracy improving from 92.76% to 97.28%. However, it9s essential to emphasize that 
while there9s consistency in model-performance improvement across epochs, there9s also an inherent 
variability across different runs, especially in the validation accuracy. 

11.2 Results of LSTM with Genetic Algorithm 

The optimization of hyper-parameters for the LSTM model using the Genetic Algorithm (GA) 

demonstrated noteworthy variations in performance across different iterations. The optimization was 

assessed based on precision, recall and F1-score for two classes, reflecting the model's ability to 

classify correctly within a dataset comprising 92,209 instances. 

In the classification report, for class 0, the model achieved a high precision of 0.97, indicating that 

97% of instances predicted as class 0 were correct. The recall for this class was slightly lower at 0.95, 

suggesting that the model successfully identified 95% of all actual class-0 instances. The F1-score, 

which balances precision and recall, was impressive at 0.96. This score indicates a robust performance 

in class-0 identification, involving a total of 59,920 instances. 

For class 1, the precision was slightly lower at 0.91, indicating that 91% of predictions made for class 

1 were accurate. The recall, however, was higher at 0.94, showing that the model was able to 
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recognize 94% of all actual class-1 instances. The corresponding F1-score was 0.93, demonstrating a 

strong performance in identifying class-1, which comprised 32,289 instances. 

The overall accuracy of the model stood at 0.95, indicating that it correctly classified 95% of the total 

instances. The macro average, which gives equal weight to each class, was 0.94 for both precision and 

recall and the F1-score was also 0.94, signifying a balanced performance across both classes. The 

weighted average, which considers the number of instances in each class, mirrored these results with 

0.95 for precision, recall and F1-score. 

These results illustrate the effective application of the Genetic Algorithm (GA) in tuning the LSTM 

model, leading to high levels of accuracy, precision, recall and f1-score. It is evident that the model, 

optimized by GA, shows proficient and balanced classification capabilities across different classes in 

the dataset. However, as with any optimization process, the variability of results across different runs 

and the potential for over-fitting or under-fitting in specific instances should be acknowledged and 

carefully monitored. 

In our methodology employing genetic algorithms and differential evolution, the number of 

generations (for genetic algorithms) and maximum iterations (for differential evolution) are both 

configured to a value of 5, defining the upper limit of the evolutionary process. This parameter is a 

critical hyper-parameter, adjustable based on the available computational resources and the observed 

convergence behavior during experiments. This flexibility allows for optimization in line with specific 

performance and efficiency objectives. 

11.3 Comparative Analysis of LSTM Optimization: Snake Algorithm vs. Genetic 

Algorithm 

When comparing the optimization outcomes of the LSTM model using the Snake algorithm and the 

genetic algorithm, several key differences and similarities emerge.  

Performance Metrics: The Snake Algorithm optimization displayed remarkable improvements in 

accuracy over training epochs. It started with high initial accuracies (ranging around 90-92%) and 

achieved near or above 99% in training accuracy and validation accuracy in several runs. Conversely, 

the genetic algorithm optimization, assessed through precision, recall and F1-score, showcased a high 

degree of precision (0.97 for class 0 and 0.91 for class 1) and recall (0.95 for class 0 and 0.94 for class 

1), with an overall accuracy of 95%. While the GA didn't reach the heights of accuracy shown by the 

Snake algorithm, its balanced performance across precision and recall suggests a robust classification 

ability. 

Stability and Consistency: The Snake algorithm showed variability in convergence patterns across 

different runs, with some instances indicating potential overfitting, as seen in fluctuating validation 

accuracies. The genetic algorithm, on the other hand, demonstrated a more balanced and stable 

performance across precision, recall and F1-scores, suggesting a consistent classification ability across 

both classes. 

Optimization Process: The inherent mechanics of these algorithms might contribute to these 

differences. The Snake algorithm, with its unique pattern of convergence, appears to be more 

aggressive in fitting to the training data, potentially leading to higher accuracies, but with the risk of 

over-fitting. The genetic algorithm, grounded in evolutionary principles, likely offers a more 

exploratory search for optimal hyper-parameters, resulting in a more generalized model that balances 

precision and recall. 

Applicability to Diverse Datasets: The Snake algorithm9s high accuracy might make it more suitable 
for datasets where precision is paramount and over-fitting is less of concern. In contrast, the genetic 

algorithm, with its balanced precision and recall, might be more applicable to datasets where 

misclassifications have significant consequences and a balanced approach is essential. 

In conclusion, both algorithms have their strengths and are suited to different scenarios depending on 

the requirements of accuracy, precision, recall and the nature of the dataset. The choice between them 

would thus depend on the specific goals and constraints of the machine-learning task at hand. 
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11.4 Model Performance on Intrusion Detection 

Our proposed model9s performance in the realm of intrusion detection has been exemplary, as 

evidenced by the results across multiple training epochs. Beginning with the first epoch presented in 

Table 2, the model exhibited a commendable starting point, achieving an accuracy of 91.08% on the 

training data and a validation accuracy of 95.80%. This notable start indicated that our model9s 
architecture is apt for this particular classification task. As the model continued to train over 

subsequent epochs, a consistent improvement in performance was evident. By the second epoch, the 

training accuracy soared to 96.71% and the validation accuracy reached an impressive 98.38%. This 

rapid convergence is indicative of the model9s robust learning capacity. During the third epoch, 
despite a minor increase in validation loss, the validation accuracy maintained an elevated level, 

settling at 97.92%. The fourth epoch saw a slight dip in validation accuracy to 97.73%, but still 

retained a high training accuracy of 97.99%. By the conclusion of the fifth and final epoch, the model 

reached its zenith, with a training accuracy of 98.32% and a standout validation accuracy of 98.79%. 

Table 2. Training accuracy and loss. 

Epoch Step Loss Accuracy Val_loss Val_accuracy 

1/5 

 4611/4611 
95s 19ms 0.2129 0.9108 0.1004 0.9580 

2/5 

4611/4611 
88s 19ms 0.0830 0.9671 0.0426 0.9838 

3/5 

4611/4611 
85s 19ms 0.0599 0.9763 0.0502 0.9792 

4/5 

4611/4611 
86s 19ms 0.0532 0.9799 0.0718 0.9773 

5/5 

4611/4611 
87s 19ms 0.0452 0.9832 0.0349 0.9879 

Furthermore, the comprehensive classification report provides a deeper insight into the model9s 
discriminating ability between classes. With precision, recall and F1-score all approaching 99% for 

both classes, this underscores the model9s balanced performance (Table 3). Specifically, for class 0, 

precision and recall are both at 99%, resulting in an F1-score also of 99%. Meanwhile, class 1 

showcases a similar trend with precision and recall values nearing 98% and 99%, respectively, 

culminating in an F1-score of 98%. The overall accuracy of 99% for a sizable test dataset of 92,209 

entries is a testament to the model9s capability to generalize well beyond the training data. 

Table 3. Classification report. 

Precision Recall F1-score Support 

0 0.99 0.99 0.99 59920 

1 0.98 0.99 0.98 32289 

Accuracy 0.99 92209 

Macro avg. 0.99 0.99 0.99 92209 

Weighted avg. 0.99 0.99 0.99 92209 

11.5 Analysis of False Positives and False Negatives 

The confusion matrix is a critical tool in understanding the specific types of errors that our proposed 

model commits and in this context, it is especially beneficial for delving deeper into the occurrences of 

false positives and false negatives. The matrix showcases that out of the 59,920 instances of class 0, 

our model correctly classified 59,226 of them, while misclassifying 694 instances as belonging to class 

1. These 694 instances represent the false positives (Figure 3). Conversely, out of the 32,289 instances

of class 1, the model accurately identified 31,868, but misclassified 421 as belonging to class 0. These 

421 instances represent the false negatives. Such distinctions are paramount in the realm of intrusion 

detection, where both false positives (innocent behaviors flagged as malicious) and false negatives 

(malicious activities that go undetected) carry significant implications. 

Sensitivity (or True Positive Rate) of a model reflects its capability to correctly identify the positive 

instances. For our model, sensitivity for class 0 and class 1 is approximately 98.84% and 98.70%, 
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respectively. This suggests that the model is proficient in accurately detecting instances for both 

classes, with a slightly higher sensitivity for class 0. On the other hand, Specificity (or True Negative 

Rate) denotes the model9s efficiency in correctly classifying the negative instances. The specificity 

values mirror the sensitivity scores, with class 0 having a specificity of approximately 98.70% and 

class 1 having a specificity of 98.84%. 

Figure 3. Confusion matrix. 

11.6 Benchmarking against Other Intrusion-detection Methods 

By critically evaluating our LSTM-based-deep learning model with the Snake algorithm against other 

intrusion-detection methods, we ascertain the progression and potential advantages of our proposed 

approach. Referring to Table 1, it becomes evident that while the incorporation of deep-learning 

techniques in intrusion detection has garnered increasing attention, the efficacy of such methods 

varies. The model proposed in [20] utilizes a Denoising Autoencoder integrated into a Deep Neural 

Network (DNN) for intrusion detection in cloud systems and achieves a commendable 95% accuracy. 

This showcases the merits of autoencoders in reducing noise and achieving better representation of 

intrusion patterns. Similarly, the approach by [23] merges the capabilities of an Autoencoder (AE) 

with the unique data separation ability of Isolation Forest (IF) to attain an accuracy of 95.4%. The 

choice of combining autoencoders with isolation forests could be attributed to the robustness of AEs in 

learning feature representations and the ability of IFs to detect outliers, hence enhancing the detection 

capabilities. 

Interestingly, the attention mechanism combined with a bidirectional long short-term memory (Bi-

LSTM) network offers a slightly reduced accuracy of 90.73%. The use of attention mechanisms is 

designed to focus on the most pertinent features of the input data, thereby emphasizing sequences that 

are most indicative of intrusions. Bi-LSTMs further capitalize on understanding patterns from both 

past and future contexts. However, their accuracy, being slightly lower, might be attributed to 

challenges associated with model over-fitting or nuances in the dataset used. 

When we turn our attention to our methodology, it stands out with an exceptional accuracy rate of 

99% (Table 4). Our model integrates the power of LSTM deep-learning architectures, known for their 

prowess in sequential-data modeling, with the Snake algorithm. The Snake algorithm aids in 

optimizing the LSTM layers, ensuring that the model learns the most effective representation of the 

data while preventing over-fitting. Such high accuracy not only corroborates the robustness of our 

approach, but also signifies the value of combining traditional optimization algorithms with deep 

learning for intrusion detection. 

Table 4. Comparison with existing methods. 

Ref. Method Accuracy 

[20] Denoising Autoencoder integrated into DNN for cloud IDS 95% 

[23] Deep learning-based method combines Autoencoder (AE) and Isolation Forest (IF) 95.4% 

[28] Attention mechanism with bidirectional long short-term memory (Bi-LSTM) network 90.73% 

Ours LSTM-based deep learning with Snake algorithm 99% 
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12. DISCUSSION

12.1 Presentation of Experimental Results 

The meticulous presentation of experimental results forms the cornerstone of any rigorous research 

endeavor, serving as a testament to the method9s efficacy and a foundation upon which further 
research can be built. Throughout the course of this investigation, we emphasized a transparent, 

reproducible presentation of results, accounting for both quantitative and qualitative aspects. The data 

representation was tailored to provide a holistic view of the model9s capabilities, not only showcasing 
metrics like accuracy, but also considering other aspects, like sensitivity, specificity and 

computational performance. Graphical representations, histograms and confusion matrices further 

enhanced the visual comprehension of results. In essence, the structured presentation was aimed at 

ensuring that the audience can easily trace the model9s journey from inception to its final 
performance, ensuring the findings9 veracity and applicability in real-world scenarios. 

12.2 Analysis of LSTM-Snake Algorithm Performance Enhancements 

The LSTM-Snake amalgamation represents an intersection of the strength of deep-learning 

architectures with the strategic optimization of traditional algorithms. LSTMs, with their unparalleled 

ability to capture long-term dependencies in sequential data, offer a robust foundation for modeling 

intrusion patterns. However, as with many deep-learning approaches, LSTMs are susceptible to over-

fitting and can sometimes fail to converge to the most optimal solution. This is where the Snake 

algorithm comes into play. By navigating the intricate parameter space of LSTM, the Snake algorithm 

ensures that the model does not get ensnared in local optima, guiding it towards the global best. Our 

detailed analysis revealed that the LSTM-Snake combination consistently outperformed standalone 

LSTM models across various datasets, indicating the tangible benefits of this hybrid approach. It 

underscores the importance of embracing interdisciplinary solutions, harnessing the best of both 

worlds to push the boundaries of performance. 

12.3 Interpretation of Key Findings 

Our findings elucidate several critical insights into the realm of intrusion detection. First and 

foremost, the results underscore the value of deep learning, reiterating its ability to discern patterns in 

large-scale and multi-dimensional data more adeptly than traditional algorithms. However, more than 

the sheer capability of deep learning, it9s the augmentation with strategic algorithms like Snake that 

truly shines through. This combination provides a balance between the brute force processing of 

neural networks and the strategic optimization of the Snake algorithm, paving the way for heightened 

detection rates. Furthermore, the consistent performance across varied datasets signifies the model9s 
robustness, emphasizing its adaptability and potential for real-world applications. In essence, the 

findings champion the cause of algorithmic innovation in addressing the ever-evolving landscape of 

cyber threats. 

12.4 Discussion of Limitations and Challenges in Cloud Computing 

In the process of advancing our LSTM-Snake algorithm for cloud-based intrusion detection, we 

inevitably encountered and recognized a variety of limitations and challenges specific to the cloud-

computing landscape. Cloud environments, by their very nature, offer a fluid and expansive 

infrastructure. This inherent dynamism, while being an asset in terms of scalability and adaptability, 

presents unique challenges for intrusion detection. For instance, our algorithm, while being efficient, 

may face hurdles when dealing with real-time spikes in traffic or during rapid scaling operations, 

which are commonplace in cloud settings. The ephemeral nature of many cloud resources can lead to 

transient data streams that are difficult to monitor consistently. Furthermore, our model, designed on 

specific datasets, might not be universally optimal across all types of cloud deployments, given the 

vast array of services and configurations in the cloud. Multi-tenancy, another cornerstone of cloud 

computing, introduces the dilemma of ensuring that the IDS doesn9t inadvertently breach privacy 
while analyzing traffic. Moreover, the decentralized nature of cloud resources could potentially lead 

to inconsistencies in threat detection if not synchronized aptly. While our model showcases promising 

results, it also underscores the need for continuous refinement and adaptation to remain effective in 

the ever-evolving cloud landscape, marked by its vastness, heterogeneity and constant flux. 
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Our achievement of a 99% accuracy rate in intrusion detection, while being impressive, warrants a 

cautious interpretation. High accuracy doesn't necessarily translate to high effectiveness in real-world 

scenarios. It's crucial to consider factors such as the complexity of the dataset, issues like class 

imbalance and the risk of over-fitting. Furthermore, to gain a more comprehensive evaluation of our 

intrusion-detection system, we must also focus on other critical metrics like precision, recall and F1-

score, as they provide a more nuanced understanding of its performance beyond mere accuracy. 

13. CONCLUSIONS

13.1 Summary of the Research in Cloud-computing Context 

In the modern age of information, cloud computing has emerged as the pivotal backbone, supporting 

an array of services from business operations to consumer applications. The ubiquity and convenience 

offered by cloud paradigms are undeniable, but they also introduce a vast expanse vulnerable to cyber 

threats. This research embarked on an exploration to bolster the defenses of cloud architectures, 

tailoring an innovative approach that harmoniously combines the intelligence of deep learning with 

heuristic algorithms. By leveraging the capabilities of LSTM networks to understand complex 

temporal dependencies and amalgamating them with the agility of the Snake algorithm, we forged a 

novel model poised to confront the intricate and evolving challenges of cloud cybersecurity. 

13.2 Significance of LSTM-Snake Algorithm Approach for Cloud-computing 

Cybersecurity 

The LSTM-Snake algorithm, as detailed in this study, stands as a testament to the potential synergies 

of merging traditional algorithmic strategies with state-of-the-art machine-learning techniques. In the 

vast realm of cloud computing, where data flows are multifaceted and the threat landscape is 

constantly evolving, our approach offers a dynamic solution, capable of adapting and learning from 

the very data that it seeks to protect. Its significance transcends mere performance metrics; it 

exemplifies a paradigm where cybersecurity is not just reactive, but also inherently proactive. By 

enabling real-time detection and addressing threats even before they manifest into tangible attacks, the 

LSTM-Snake algorithm paves the way for a future where cloud resources, regardless of scale or 

complexity, can be safeguarded with heightened confidence. 
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ABSTRACT 

Diabetes is one of the most common diseases worldwide and its prevalence rate continues to rise. This increase 

is due to factors related to nutrition and lifestyle on the one hand and to genetic factors on the other hand, thus 

creating a real public-health problem. Therefore, it is crucial to identify diabetes early in order to allow rapid 

treatment, capable of slowing down the progression of the disease. 

The objective of this work is to propose an automatic diabetes-prediction system based on the following 

machine-learning techniques: SVM, KNN, Decision Tree and Logistic Regression. Using risk factors specific to 

the Algerian environment, we constructed a new dataset that includes 823 patients, with 418 being diabetic and 

405 being non-diabetic. In order to choose the relevant features and identify the most informative risk factors, 

we combined several feature-extraction methods, such as ANalysis of Variance (ANOVA) and Recursive Feature 

Elimination (RFE) and we used also the features proposed by the Pima Indian Diabetes Dataset (PIDD). 

The results of this study provided valuable information on the comparative performance of different machine-

learning models in the prediction of diabetes, as well as on the importance of the selected characteristics. 

KEYWORDS 

ANOVA, Diabetes, Feature extraction, Machine learning, Patients, Prediction, RFE.

1. INTRODUCTION

Artificial Intelligence (AI) has been integrated into the health field to improve the efficiency and quality 
of care [1]. It aims to create systems that can rival or even surpass human intellectual capacities. Thus, 
AI offers new perspectives for the optimization of medical practices and the well-being of patients. 
Techno- logical advancements have enabled the use of AI algorithms in many medical applications, 
covering areas, such as diagnosis, therapeutic decision-making, disease prediction, medical robotics, 
&etc. AI continues to evolve and develop, opening new perspectives to improve medical practices and
patient well-being. 

Currently, the health sector is facing various challenges in the diagnosis and treatment of diabetes, 
especially with regard to the increasing prevalence of this disease, which affects a large number of 
people of all ages and from various ethnic backgrounds [2]-[3]. According to statistics from the 
World Health Organization (WHO), approximately 463 million adults had diabetes in 2019, which 
corresponds to a global prevalence of 9.3%. In Algeria, the prevalence of diabetes continues to 
increase to reach 14.4% of the population between the ages of 18 and 69 years, which is equivalent to 
approximately 4 million people with diabetes in 2018 [4]. These statistics highlight the magnitude of 
the problem of diabetes and accentuate the importance of finding effective solutions for early 
detection, prevention and management of this disease. 

In this context, early detection of diabetes can be a challenge due to the complexity of risk factors 
and underlying patterns in health data. Traditional screening and diagnostic approaches may have 
limitations in terms of accuracy and efficiency. Two cases of misdiagnosis of diabetes can be 
identified. The first case involves false negatives, where an individual with symptoms or risk factors 
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for diabetes is not diagnosed as having diabetes. The second case involves false positives, where a 
person is misdiagnosed as diabetic when he/she does not actually have the disease. Indeed, automated 
diabetes-prediction systems using artificial intelligence and machine or deep learning, can analyze 
large amounts of health data to identify early indicators of diabetes. Our problematic consists of the 
following questions: 

÷ What are the most important, influential and relevant Algerian risk factors to take into
account to create our diabetes-prediction system?

÷ Which machine-learning algorithms should be used to obtain the best prediction results?

The objective of this paper is to develop a diabetes-prediction system using machine learning, to 
improve early detection and prediction accuracy. We seek to exploit machine-learning models, such 
as Support Vector Machine (SVM), Logistic Regression (LG), Decision Trees (DTs) and K-Nearest 
Neighbors (KNN). In terms of feature selection, we will use statistical methods, such as ANalysis of 
Variance (ANOVA), Recursive Feature Elimination (RFE) and comparison with the PIDD dataset to 
identify the most informative variables and reduce the dimensionality of the data. Data used in this 
study will include clinical measures, such as fasting blood sugar, Body Mass Index (BMI), blood 
pressure, cholesterol level, as well as information on the lifestyle and medical history of patients. 

The article is organized as follows: Section 2 provides an overview of diabetes. Section 3 presents 
some related works and highlights the proposed contributions. In Section 4, our proposed approach is 
explained in detail. This section is followed by a discussion of the obtained experimental results in 
Section 5. Finally, Section 6 provides the conclusion of this paper as well as perspectives. 

2. DIABETES

Diabetes is a chronic disease caused by genetic or acquired defects in the production of insulin by the 
pancreas or the fact that this insulin is not active enough [5]-[6]. This defect leads to an increase in 
blood sugar. The particularity of this disease is that it often progresses silently, without developing 
symptoms [7]-[8]. 

Insulin is a hormone produced by the pancreas that regulates blood-sugar levels in the body [9]. Our 
body converts the food that we eat into a form of sugar called glucose and insulin transports it from 
the bloodstream into cells where it can be used for energy [10]. Insulin also helps store glucose in the 
liver and muscle tissue for later use. Without enough insulin, glucose builds up in the bloodstream, 
leading to high blood sugar, a condition known as diabetes. Insulin therapy is a common treatment 
for diabetes, helping regulate blood-sugar levels by increasing glucose uptake into cells [11]-[12]. 
There are several types of diabetes, that are: type-1 diabetes, type-2 diabetes and gestational diabetes 
[13]-[14]. There is no specific and exclusive cause for diabetes, but there are a set of contributing 
factors that can affect everyone, including [15]-[16]: 

" Genetics: A family history of diabetes may increase the risk of developing the disease,
" Overweight and obesity: Excess weight, especially around the waist, can increase the risk of

developing type-2 diabetes.
" Lack of physical activity: A sedentary lifestyle can increase the risk of developing type-2

diabetes,
" Unhealthy diet: Consuming a diet that is high in processed foods and added sugars may

increase the risk of developing type-2 diabetes.
" Aging: The risk of developing type-2 diabetes increases as people age,
" Certain medical conditions: Such as polycystic ovary syndrome or a history of gestational

diabetes,
" Certain medications: Such as steroids, some antidepressants and antipsychotics can develop

diabetes,
" Pancreas damage: Damage to the pancreas caused by alcohol abuse or traumatic injury can

lead to diabetes.

The symptoms of diabetes can include excessive thirst, frequent urination, fatigue or lack of energy, 
frequent hunger, &etc. [17][18][19]. We note that there are also differences depending on the type of 
diabetes. Diabetes disease must be treated urgently because, it can cause severe damage to vital 
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organs, such as the heart, kidneys, blood vessels, eyes and nerves [20][21][22][23][24][25][26]. 

3. RELATED WORKS

In the literature, several works have contributed to the creation of automatic systems for diabetes 
detection. In the following, we will present the most relevant works. 

The work presented in [27] proposed a dynamic prediction system of glycemia by the use of deep-
learning multi-series. The work proposed MT-LSTM (Multi-Time-series Long Short-Term Memory) 
for accurate and efficient prediction of blood-glucose concentration in 112 users. The proposed 
model takes current readings from Continuous Glucose Monitoring (CGM) devices and a few 
external factors (meals, medications, insulin, physical activity and quality of sleep) as inputs and gets 
as output the personalized glucose concentration within the next hour. 

In the work of [28], a blood-glucose prediction system has been proposed for patients with type-1 
diabetes based on deep convolutional neural network (CNN). To do this, the following steps were 
followed: (1) Data collection from 6 patients with type-1 diabetes and wearing Continuous Glucose 
Monitoring to capture data every 5 minutes for 8 weeks, (2) Treatment of missing data, (3) Training 
of the model and (4) Evaluation. 

In [29], a medical decision-support system has been proposed to predict the diabetes disease based on 
machine-learning and deep learning techniques. For machine learning, Support Vector Machine 
(SVM) and Random Forest (RF) were used and for deep learning, the authors used Convolutional 
Neural Network (CNN). 

The objective of the study presented in [30] is to propose a predictive model for three major diabetes- 
related complications in Indonesia and identify the significant risk factors related with them. To do 
this, the authors followed three steps, that are: data pre-processing, data-mining analysis and rule 
generation. The machine-learning algorithms used were: Naive Bayes Tree, C4.5 decision tree and k-
means. 

The objective of the work presented in [40] is to propose a diabetes-prediction pipeline model for a 
better classification of this disease which includes few external factors responsible for diabetes as 
well as regular factors, such as glucose, body mass index, age, insulin, &etc. Classification accuracy 
is improved with the use of a new dataset compared to the existing dataset. The authors followed 4 
steps that are: (1) Data collection from diabetic and non-diabetic patients, (2) Grouping patients into 
two classes (diabetic and non-diabetic) with the K-means algorithm, (3) Model creation with the 
following machine-learning algorithms: Support Vector Classifier, Random Forest, Decision Tree, 
Extremely Random Tree Classifier, AdaBoost Boosting Algorithm, Perceptron, Linear Discriminant 
Analysis Algorithm, Logistic Regression, K-Nearest Neighbors Classifier, Naive Gaussian Bayes, 
Bagging Algorithm, Gradient Boosting, Support Vector Linear Classification and (4) Evaluation of 
the model. 

The work presented in [43] focused on the early prediction of type-2 diabetes with the use of 
effective techniques to reduce the mortality rate, using unsupervised deep neural networks. The 
authors used F1-score feature selection on the Pima Indian Dataset after the pre-processing phase to 
reduce noise and empty entries. 

In the work of [33], a system has been proposed to explore predictive analytics for early detection of 
diabetes using several machine-learning algorithms, such as K-Nearest Neighbors, Logistic 
Regression, Support Vector Machine, Naive Bayesian, Random Forest, Decision Tree on Pima 
Indian Dataset which contains 768 patients from an Indian population. 

In order to identify misdiagnosed type-1 diabetes patients from patients with a prior type-2 diabetes 
diagnosis, the XGBoost machine learning model has been used in [34]. The model utilized a total of 
932 variables, which were initially broken down into various metrics for prediction. Following 
recursive feature elimination (RFE), the model achieved an optimal balance between precision and 
complexity by selecting the top 250 variables. These 250 variables were then used to generate the 
model9s outputs. 

In order to predict Diabetes mellitus in Nigeria at an early stage, a new approach has been proposed 
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in [35]. To accomplish their objective, authors collect data via oral interviews with patients and 
performed pre-processing and transformation using label encoder and standard scaler, respectively. 
After that, three supervised learning algorithms (K-Nearest Neighbors, Decision Trees and Artificial 
Neural Networks) were applied on nine attributes in order to find the best one. 

The aim of the work presented in [36] is to employ several machine-learning techniques in order to 
explore age adaptation in predicting the risk of Diabetes mellitus. The used machine-learning 
algorithms are: Linear Regression, Logistic Regression, Polynomial Regression, Neural Network, 
Support Vector Machines, Random Forest and XGboost. To examine the impact of age, the authors 
divided the dataset into six age groups, evenly distributed, where individuals aged 81 were excluded 
from the analysis. 

The authors in [37] derived several datasets from PIMA dataset by applying various pre-processing 
techniques in order to implement four machine-learning algorithms for diabetes prediction. The used 
algorithms are: K-Nearest Neighbors, Decision Tree, Random Forest and Support Vector Machines. 

Given the advantages offered by ontologies, the authors of [39] proposed an approach based on 
ontologies and machine-learning algorithms. After pre-processing and cleaning the PIDD dataset, six 
machine-learning algorithms; namely, SVM, KNN, ANN, Naive Bayes, Logistic Regression and 
Decision Tree, were tested in order to choose the best one. In parallel, they extracted generated rules 
from the Decision Tree algorithm and imported them to Protegé using the SWRLTab plugin. 

A new dataset was created in [40], where new diabetes risk factors were used. The authors followed 
five steps that are: Dataset Collection, Data Pre-processing, Clustering, Model Creation and 
Evaluation. In the Clustering step, the K-means algorithm was applied on the most correlated 
attributes (glucose and age) in order to classify each patient into diabetic or non-diabetic. For the 
model creation step, the following algorithms were tested: Support Vector Classifier, Random Forest 
Classifier, Decision Tree Classifier, Extra Tree Classifier, Ada Boost algorithm, Perceptron, Linear 
Discriminant Analysis algorithm, Logistic Regression, K-Nearest Neighbour, Gaussian Naïve Bayes, 
Bagging algorithm and Gradient Boost Classifier. 

An ontology-based machine learning was proposed in [41] in order to predict diabetes. To achieve 
their goal, the authors followed three phases that are: Data pre-processing, Creation of the Decision 
Tree by using J4.8 classifier algorithm in Weka and finally the creation of the ontology. After 
creating the ontology and importing the dataset, the SWRL rules were extracted from the Decision 
Tree for reasoning. Then, Pellet reasoner was applied to infer whether the patient is diabetic or not. 

In order to predict diabetes using machine-learning algorithms on Hadoop cluster, a new architecture 
is proposed in [42]. This architecture includes three modules that are: Diabetes Data Collection 
Module, Diabetes Prediction Module and Prediction Results Module. The first module is responsible 
for the collection of data from different hospitals. The second module is composed of different sub-
modules that are: Features extraction, Features selection by using Information gain method and 
Hadoop Cluster that apply several machine-learning algorithms (Neural network, Support vector 
machine, Decision tree, Naive Bayes and Random forest). 

In order to predict gestational Diabetes mellitus in Singapore, the authors of [43] combined 
coalitional game theory concepts with machine learning. Shapley values and the SHapley Additive 
exPlanations (SHAP) framework was combined with CatBoost tree ensembles for feature selection. 
Logistic Regression, Support Vector Machine, CatBoost Gradient Boosting and Multilayer 
Perceptron Artificial Neural Network were applied on the collected dataset. 

In the same context, a machine-learning model was proposed in [44] in order to prevent the 
progression of gestational Diabetes mellitus to type-2 diabetes. For this purpose, Shapley values were 
combined with CatBoost tree ensembles to perform feature selection and Logistic Regression, 
Support Vector Machine, CatBoost Gradient Boosting and Artificial Neural Network were 
implemented and tested in order to choose the best algorithm. Table 1 presents a comparison among 
the presented works in terms of method and data. 
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Table 1. Comparison among the related works. 

Work Used dataset Data 
size 

Selected variables Class Limits 

[27] New 112 Data from CGM, meal, 
medication, insulin, physical 
activity, quality of sleep and 
glucose 

Type-1 
Diabete 

Number of data 

[28] Ohio 
T1DM 
dataset 

6 Glucose  level,   insulin, 
carbohydrate intake and mass 
index 

/ The high rate of 
CGM missing values 
and the training-set 
length 

[29] PIDD 768 Pregnancies, Age, Glucose, 
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[30] New 158 Gender, BMI, Family history 
of diabetes, Blood pressure, 
duration of diabetes suffers, 
Blood-glucose level, patient 
complication diseases 

Retinophaty, 
Neurophaty 
and 
Nephrophaty 

Number of data 

[40] PIDD 768 Pregnancies, Age, Glucose,   
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[43] New 800 Age,  genetic  function, 
pregnancy number, glucose, 
blood pressure, skin thickness, 
BMI, insulin, type of labor 
and output 

Diabetic and 
Non-diabetic 

Number of data 

[33] PIDD 768 Pregnancies, Age, Glucose,   
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[34] IQVIA 
Ambulatory 
Electronic 
Medical 
Records 

737,776 250 Type-1 and 
type  2 
diabetes 

The use of one algorithm 

[35] New 255 Age, sex, number of 
pregnancies, glucose level, 
blood pressure level, body 
mass index, height, weight 
and how regularly they 
exercise 

Diabetic and 
Non-diabetic 

Number of data 

[36] PIDD 768 Pregnancies, Age, Glucose,   
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[37] PIDD 768 Pregnancies, Age, Glucose,   
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[39] PIDD 768 Pregnancies,  Age, Glucose,  
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[40] New 800 Number of Pregnancies, 
Glucose Level, Blood Pressure, 
Skin Thickness(mm), Insulin, 
BMI, Age, Job Type(Office- 
work/Fieldwork/Mac work) 
and Outcome 

Diabetic and 
Non-diabetic 

 

Number of data 
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[41] PIDD 768 Pregnancies, Age, Glucose,   
Blood Pressure, Skin 
Thickness, Insulin, BMI, 
Diabetes Pedigree Function, 
Class 

Diabetic and 
Non-diabetic 

The performance is 
adversely affected by 
missing or unknown 
values  in the datasets 

[42] National 
Institute of 
Diabetes 

75,664 13 variables Diabetic and 
Non-diabetic 

The number of node 
hadoop cluster 

[43] New 909 Prepregnancy obesity, family 
history of diabetes, previous 
history of GDM, previous  
delivery of a macrosomic 
baby and Indian ethnicity 

Diabetic and 
Non-diabetic 

Number of data 

[44] New 561 Demographics, medical or 
obstetric history, physical 
measures, lifestyle 
information and GDM 
diagnosis 

Diabetic and 
Non-diabetic 

Number of data 

3.1 Our Contribution 

The objective of this work is to propose an automatic diabetes-prediction system, in order to raise 
patient awareness and avoid serious complications that can occur in the long term. Our system 
makes it possible to identify people at high risk of developing diabetes in order to put in place early 
preventive measures and slow down the progression of the disease, which results in the improvement 
of the quality of life. We can summarize our contribution in the following points: 

" The construction of our own dataset from scratch by collecting Algerian data. The goal
behind this initiative is to collect the data that influences the diabetes disease in Algeria and
to focus on the risk factors of this last. Creating our own dataset was a crucial step,
because the publically available datasets don9t represent all the important risk factors of
diabetes; so, they do not reflect the reality of the disease. For this, we have collected all the
features that concern the patient; namely, his/her demographic, anthropometric, genetic,
lifestyle, medical and laboratory information.

" The application of pre-processing techniques to improve the quality of the collected medical
data,

" Exploratory data analysis with the intention of identifying the most significant features and
the correlation between them. To do that, we applied several feature-extraction techniques,
such us: ANOVA, RFE and the features proposed by the PIDD dataset.

" Application of several machine-learning algorithms, to compare the obtained results and choose
the best among them,

" Drawing possible predictive conclusions in terms of the obtained results and deciding whether the
patient is diabetic or non-diabetic.

4. PROPOSED APPROACH

Diabetes mellitus is a major and prevalent pathology that affects many people. Several factors 
can increase the risk of developing Diabetes mellitus, such as age, obesity, physical inactivity, family 
history, lifestyle, unbalanced diet, high blood pressure, &etc. Figure 1 presents the architecture of 
our diabetes prediction system. 

In order to predict the diabetes disease, we will follow the following steps: 

4.1 Data Collection 

Data collection is a crucial step in any scientific research study. In our case, we collected real data 
in Algeria, in the city of Oran, from diabetic and non-diabetic patients, using a questionnaire 
administered at the Oran University hospital. The purpose was to collect the largest amount of data on 
these patients. 

The questionnaire was validated by experts in the field in order to guarantee its quality and relevance. 
The questions asked were adapted to the studied population and allowed an in-depth analysis of the 
various risk factors associated with diabetes. The answers obtained were carefully processed and 
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used to feed our diabetes-prediction system. 

Our internship took place in two departments; namely, the Internal Medicine department reserved for 
diabetic patients and the Endocrinology department to collect data from non-diabetic patients 
affected by other conditions that may cause diabetes.  On the other hand, we created and shared an 
online questionnaire via social-media networks (Facebook, Twitter, Linkedin, &etc.), to gather more 
data and enrich our dataset. We have implemented rigorous protocols to guarantee the quality of the 
collected data, in particular by ensuring the confidentiality and anonymity of patients. Table 2 shows 
the collected data, with an indication of the start and end period of the collection and the total number 
of patients taken. 

Figure 1. Proposed architecture. 

Table 2. Our dataset. 

Start date of data 
collection 

End date of data 
collection 

Dataset size Number of 
diabetic patients 

Number of non-
diabetic patients 

09 February 2023 17 May 2023 823 418 405 

The general population statistics are presented in Tables 3, 4 and 5. 

Table 3. Population description. 

Features Min. Max. Average Mode Median 
Age 16 82 42 21 33 
Height 120 190 164 160 165 
Weight 44 160 71 65 71 

Table 4. Distribution of the population according to sex. 

Women 65% 
Men 35% 

Table 5. Number of individuals with specific diseases. 

Disease Non-diabetic Diabetic Total 

Hypertension 188 126 314 
Thyroid 52 10 62 
Heart disorder 74 50 124 
Osteoarthritis 34 17 51 
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Allergies 102 0 102 
Bone problem 15 0 15 
Cholesterol 25 18 43 
Sight problem 56 23 79 
Asthma 29 0 29 
Anemia 57 36 93 
Depression 34 51 85 
Kidney problem 27 28 55 
Headaches 42 0 42 
Weakness 0 36 36 

We divided the collected features into 6 categories, that are: 

1) Demographic data: The patient demographic data includes: city, age, sex, family
situation, profession, state of pregnancy, number of pregnancies and number of children,

2) Anthropometric data: The patient anthropometric data includes 4 characteristics, that are:
size, weight, BMI and obesity.

3) Genetic data: The genetic data includes: familial genetic load of diabetes and diabetes
family tree function.

4) Lifestyle data: The lifestyle data comprises:  sport, anxious nature, type of consumed
sugar, balanced diet, consumption of fruits and vegetables, consumption of fast food,
fasting rhythm, smoking and alcohol.

5) Medical data: The medical data encompasses: diagnosis of diabetes during pregnancy,
history of health problems, the type of disease, antihypertensive medication, hypoglycemia
diagnosis, diabetes, duration, type of diabetes, treatment, health problems and complications
after diabetes and the type of complication disease.

6) Laboratory data: The data related to patients9 blood tests includes 12 features, which are:
Blood sugar (in g/l), Total cholesterol (in g/l), Urea (in g/l), HbA1c (in percentage (%)),
Triglycerides (in g/l), Creatinine (in mg/l), TGO/ASAT (in U/l), TGP/ALAT (in U/l),
TSH/TSHus (in U/l), T4/FT4 (in pg/ml), T3/FT3 (in pg/ml) and Uric Acid (in mg/l).

4.2 Data Pre-processing 

After describing all the data that we have collected, we will proceed to data visualization and analyze 
the different characteristics, then we move on to cleaning and correcting the records to obtain reliable 
data, ready to be used for diabetes prediction. 

The goal of this phase is to improve the quality of the collected data, eliminate errors and deal with 
inconsistencies and missing data, to make more informed and accurate decisions. In order to prepare 
our data for training predictive models, we will follow the following steps: 

4.2.1 Data Preparation 

The first step is the detection and correction of the typing errors, as they are common in medical data. 
Next, we transformed all the categorical data into numerical data, such as Pregnant = 1 and Not-pregnant 
= 0 or Single = 0, Married = 1, Divorced = 2 and Widowed = 3. We also removed records that 
have empty values in most columns. 

4.2.2 Feature Deletion 

In this step, we decided to delete some column in order to take only the relevant features. For this, we 
visualized the missing values in our dataset represented by the white color in Figure 2. We notice that 
the data of the blood tests has a very high rate of missing values, such as FT3, FT4, THus, &etc. 

After missing-data visualization, we made a percentage of the missing values for each attribute in 
order to categorize them into 3 groups, as follows: 

" Group 1: Features that have between 0% and 40% missing values,

" Group 2: Features that have between 40% and 80% missing values,

" Group 3: Features that have between 80% and 100% missing values.
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After that, we removed group-3 attributes, as they have a large percentage of missing values. We 
deleted also the irrelevant features, like the city attribute (it is specific to the geographical location 
and may not provide a direct correlation with the diabetes-prediction study). We removed also height 
and weight (they have a correlated relationship with the BMI column). 

Figure 2. Visualization of missing data. 

4.2.3 Fill in Missing Values 

To fill in the missing values, we replaced the missing data with the value 0 or the median value 
according to the attribue. The median consists of replacing missing or outlying values in the data 
with the median of the entire dataset. It is a robust measure of the central tendency of the data that is 
not influenced by extreme values or outliers. 

4.2.4 Data Normalization 

We carried out data normalization to put all the variables on the same scale. This ensures that certain 
variables do not dominate others when building the model. 

4.3 Feature Selection 

Feature selection is the process of selecting a sub-set of the most relevant features in the dataset 
to describe the target variable. It improves computation time, generalization performance and 
interpretation problems. There are several types of feature-selection techniques, in our case, we used: 

4.3.1 Uni-varied Selection 

This technique consists in evaluating each characteristic independently of the other characteristics by 
estimating the correlation or the dependence between its characteristics and the target variable, in 
order to choose the variables that have the strongest correlation or target dependence. Among these 
univariate selection techniques, we have the ANOVA method. 

ANOVA (ANalysis of Variance) is a well-known statistical method to determine whether there is a 
difference in means between two groups. In our study, the ANOVA test was used to select the 
significant numerical characteristics in the prediction of diabetes. The F-statistic is used for feature 
ranking. The larger the value of the F-statistic, the better the discriminative ability of the feature [38]. 
The F-value is calculated as follows (see formula 1): 

 (1) 

where SSB (sum of squares between groups) is the variation of the means of the groups from the 
total grand mean and SSW (sum of squares within the groups) is the sum of the squared deviations 
from the means of the groups and at each sighting. The degrees of freedom for the mean square 
between and within groups are defined by dfb and dfw, respectively. For all numerical features in 
the dataset, the F-value was calculated using the previous equation 1 and the features with the highest 
values were selected [38]. 

Our goal was to assess the importance of each feature in our database based on its contribution to the 
variance in the data, so that we could use this information to select the most important features. The 



386 

"Automated Diabetes Disease Prediction System Based on Risk Factors Assessment: Taking Charge of Your Health", N. Sad-Houari et al. 

best ANOVA selection is 32 out of 68 features (see Figure 3). 

The visualization of the selected features and the F-score provide a visual overview of the most 
important variables for prediction, thereby helping better understand the influence of each feature on 
the final outcome (see Figure 4). 

Figure 3. The features 
selected by ANOVA. 

Figure 4. The importance of the features selected 
by ANOVA and the F-score. 

4.3.2 Recursive Feature Elimination (RFE) 

Recursive feature elimination is a recursive procedure to select features based on model accuracy. 
The metric determines the discriminative ability of the features. At each iteration, the rank score 
metric is calculated and lower-ranked features are eliminated. The recursive procedure is repeated 
until the desired number of features is reached. In this study, RFE was used as the final step in 
the feature- selection procedure [38]. 

We could use recursive feature elimination (RFE) to identify the most important features one by one. 
We used this technique with the logistic regression algorithm to evaluate their performance on the 
selected characteristics. According to this method, the optimal number of data selections is 20 among 
68 features (see Figure 5).  

The visualization of features selected by RFE shows the positive and negative relationships depending 
on the effect of each variable on the target variable (see Figure 6). 

Figure 5. The features selected by recursive feature elimination (RFE). 
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Figure 6. The importance of the features selected by recursive feature elimination. 

4.3.3 Comparison with the Pima Indian Diabetes Dataset 

The Pima Indian Diabetes Dataset (PIDD) is a well-known dataset used for diabetes prediction. 
It contains medical information from 768 female Pima Indians, including 9 features, such as glucose 
level, blood pressure, BMI and age. The target variable indicates whether the individual has 
diabetes (1) or not (0). This dataset is widely used in machine learning and data-mining research for 
predicting the risk of diabetes based on the given features. 

It is important to note that this dataset is imbalanced, as there are significantly more non-diabetic 
samples compared to diabetic samples (500 samples belonging to non-diabetic persons and 268 
samples belonging to diabetic persons). 

In the dataset, six attributes contain zero values for some samples. The occurrences of zero values in 
these attributes are as follows: 111 for pregnancy, 5 for glucose, 35 for blood pressure, 227 for skin 
thickness, 374 for insulin and 11 for BMI. The presence of these zero values might be due to errors 
during data collection or missing data. 

These zero values can potentially impact the performance of the classifier negatively. To create a 
reliable prediction model, it is essential to handle these missing values appropriately and fill them 
with suitable values. This process ensures that the model can make accurate predictions and avoid 
any potential biases caused by incomplete or incorrect data. 

For a comparative analysis, we compared our database with the famous Pima Indians Diabetes 
Dataset, which is widely used in the scientific literature for the study of diabetes. This approach will 
allow us to evaluate and improve the study to fully understand the differences and similarities 
between the data collected in Algeria and the reference data in the scientific literature. So, we 
selected the same available features in our dataset according to PIDD. Table 6 shows a summary of 
the selected features according to the PIMA dataset. 

Table 6. Summary of the selected futures according to the PIMA dataset. 

Pima Indian Diabetes Dataset Our Dataset 

Glucose Blood sugar 

Pregnancies Number of pregnancies 

Blood pressure Antihypertensive  medication 

Skin thickness / 

Insulin / 

BMI BMI 

Diabetes pedigree Function Diabetes family tree function 

Âge Âge 

Outcome Diabete 
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Figure 7 presents the correlation matrix of the selected features. 

Figure 7. Ccorrelation matrix of the selected features. 

4.4 Diabetes Prediction 

We split the dataset into 70% for the training set and 30% for the test set. The training phase is a 
crucial part in the creation of any machine-learning and deep-learning model, including for diabetes 
prediction, in order to optimize the parameters so that the model is capable of improving 
performance. For the creation of the model, we used several machine-learning algorithms to evaluate 
their performance and choose the most robust one. This step also includes finding the best hyper-
parameters for each algorithm and training the model on the training data. Once the model is 
trained, it can be used to predict output values for new data. 

The algorithms used in this step are: SVM, KNN, Decision Tree and Logistic Regression. Once 
the models are trained, they are saved to use them in the test phase or to deploy them to predict 
new cases of patients. 

The next phase is testing and evaluation, which is an important step in the prediction process, because 
it allows to evaluate the performance of the model on the test data, it includes several steps, which 
are: 

1) Retrieving test data,
2) Deploying the machine-learning model from the database,
3) Evaluating performance by estimating performance metrics, such as accuracy, precision, &etc.
4) Analyzing the results to understand the strengths and weaknesses of the created model. This

may include prediction visualizations,
5) Improving the model created from the previous analysis in order to adjust the hyperparameters

again or make modifications in the previous steps. This phase can be repeated until the model
reaches high performance.

5. EXPERIMENTATIONS

To carry out our experiments and train our prediction models, we used a single personal computer 
with the following characteristics (see Table 7): 

Table 7. The specifications of the used machine. 

PC CPU RAM GPU Storage 
space 

DELL Intel® Core# i7-8550U 
CPU 

8.00 Go Mesa  Intel® UHD 
Graphics 620 (KBL 
GT2) 

1 TB 
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We have implemented several machine-learning algorithms, such as SVM, KNN, Decision Tree and 
Logistic Regression. Our objective was to compare these algorithms with each other and select the 
one that offers the best performance in terms of recall, precision, accuracy, F1-measurement, RMSE, 
MSE and MAE. In addition, we will examine the results obtained by each algorithm on a dataset, 
using 3 feature-extraction techniques; namely, Anova, RFE and comparison with the PIMA dataset. 

5.1 SVM 

The results obtained with the SVM algorithm are presented in Table 8, highlighting the performance 
of the model. 

Table 8. Diabetes-prediction results with the SVM algorithm. 

Accuracy Recall Precision F1- measure RMSE MSE MAE 

ANOVA 96% 96.97% 95.52% 96.24% 0.2 0.04 0.024 

RFE 97.60% 100% 95.65% 97.78% 0.16 0.024 0.024 
Comparison 
with PIMA 

89.6% 84.85% 94.92% 89.6% 0.32 0.10 0.09 

After analyzing the results, we found that the use of the SVM algorithm for the prediction of diabetes 
does not show a large significant difference in accuracy between the use of RFE and ANOVA. The 
difference observed is minimal, with only 1% variation between the two techniques. 

5.2 KNN 

The results obtained with the KNN algorithm are presented in Table 9. 

Table 9. Diabetes-prediction results with the KNN algorithm. 

Accuracy Recall Precision F1- measure RMSE MSE MAE 

ANOVA 97.60% 96.97% 98.49% 97.71% 0.16 0.02 0.02 

RFE 95.20% 92.42% 98.39% 95.31% 0.22 0.05 0.05 
Comparaison 
with PIMA 

92.80% 90.91% 95.24% 93.02% 0.27 0.07 0.07 

From the results presented in Table 9, it is clear that using the KNN algorithm in combination with 
the Anova method for feature selection gives superior performance compared to other feature 
selection techniques. Indeed, the model achieves an accuracy of 97.60%, indicating its ability to 
accurately predict diabetes. 

5.3 Decision Tree 

The results obtained with the decision-tree algorithm are presented in Table 10. 

Table 10. Diabetes-prediction results with the decision-tree algorithm. 

Accuracy Recall Precision F1- measure RMSE MSE MAE 

Anova 95.20% 93.94% 96.88% 95.38% 0.22 0.05 0.05 

RFE 97.60% 98.48% 97.01% 97.74% 0.16 0.02 0.02 

Comparaison 
with PIMA 

93.60% 90.91% 96.77% 93.75% 0.25 0.06 0.06 

The decision-tree algorithm produced promising results in our study. When we used the features 
extracted by RFE, we obtained an accuracy of 97.60%. However, using features selected by 
ANOVA, the accuracy decreased, reaching 95.20%. 

5.4 Logistic Regression 

The results obtained with the logistic-regression algorithm are shown in Table 11. 
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Table 11. Diabetes-prediction results with the logistic-regression algorithm. 

Accuracy Recall Precision F1- measure RMSE MSE MAE 

Anova 96% 93.94% 98.41% 96.12% 0.20 0.04 0.04 

RFE 97.60% 100% 95.65% 97.78% 0.15 0.02 0.02 
Comparaison 
with PIMA 

90.40% 83.33% 98.21% 90.16% 0.31 0.09 0.09 

The results obtained demonstrate that there are no significant differences between the used feature-
selection methods. However, it is important to note that the RFE algorithm achieved an accuracy of 
97.60% and this is the best-performing method. 

5.5 Discussion 

To facilitate the understanding and analysis of the results, we have divided the results into three 
separate tables, corresponding to each feature-selection method used in our study. This allows us to 
compare the performances of different methods and identify the best combination of algorithm and 
future-selection method for diabetes prediction. 

Each table presents the key performance measures, such as precision, recall and F-measure, obtained 
for each combination of algorithm and feature-selection method. By examining these tables, we will 
be able to evaluate the performance of each selection method and determine which one offers the best 
results in terms of predicting diabetes. 

Table 12. Results of the ANOVA selection method for the prediction of diabetes. 

SVM KNN Decision Tree Logistic Regression 

Accuracy 96% 97.60% 95.20% 96% 

Recall 96.97% 96.97% 93.94% 93.94% 

Precision 95.52% 98.49% 96.88% 98.41% 

F1- measure 96.24% 97.71% 95.38% 96.12% 

RMSE 0.2 0.16 0.22 0.20 

MSE 0.04 0.02 0.05 0.04 

MAE 0.024 0.02 0.05 0.04 

Table 13. Results of the RFE selection method for the prediction of diabetes. 

SVM KNN Decision Tree Logistic Regression 

Accuracy 97.60% 95.20% 97.60% 97.60% 

Recall 100% 92.42% 98.48% 100% 

Precision 95.65% 98.39% 97.01% 95.65% 

F1- measure 97.01% 95.31% 97.74% 97.78% 

RMSE 0.16 0.22 0.16 0.15 

MSE 0.024 0.05 0.02 0.02 

MAE 0.024 0.05 0.02 0.02 

Table 14. Results of the comparative method with PIMA for the prediction of diabetes. 

SVM KNN Decision Tree Logistic Regression 

Accuracy 89.6% 92.80% 93.60% 90.40% 

Recall 84.85% 90.91% 90.91% 83.33% 

Precision 94.92% 95.24% 96.77% 98.21% 

F1- measure 89.6% 93.02% 93.75% 90.16% 

RMSE 0.32 0.27 0.25 0.31 

MSE 0.10 0.07 0.06 0.09 

MAE 0.09 0.07 0.06 0.09 
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From the results of the previous tables, we can identify the best machine-learning algorithm for 
diabetes prediction. The most efficient algorithms are: 

" The KNN algorithm with the ANOVA feature-extraction method. When we use the ANOVA
method, we obtain an accuracy rate of 97.60%.

" The Logistic Regression algorithm performs well, using the RFE feature-extraction method.
When we apply the RFE method, we obtain an accuracy rate of 97.60%.

" By using the SVM algorithm with the RFE method, we manage to obtain a remarkable
accuracy rate of 97.60%,

" The Decision Tree algorithm, combined with the RFE method for feature selection, provides
an accuracy rate of 93.60%.

We note that during the experiments, we sought to optimize the performance of our algorithms by 
carrying out exhaustive tests with different parameter configurations. The objective was to find the 
parameters that would allow us to obtain the most efficient results. The results of each parameter 
configuration were carefully noted and compared. As an example, we set the number of clusters in 
the KNN algorithm to 7 and used Euclidean distance as a similarity measure. In the SVM 
algorithm, we chose kernel = 9linear9. For the decision tree, we took entropy as a division criterion. 

In order to evaluate the performance of our classification models, in particular with regard to 
their abilities to distinguish between positive and negative classes, we plotted the ROC (Receiver 
Operating Characteristic) curve and the area under the curve (AUC) which are presented in 
Figure 8. These metrics are commonly used in the evaluation of classification models, particularly in 
the field of diabetes prediction, where the distinction between true positives and false positives is of 
critical importance. From the presented results, the AUC of our models is closer to 1.0 which is 
considered efficient. 

Figure 8. The ROC and AUC results. 

The limitation of this work lies in the number of collected data, since the volume of data is a critical 
factor in data analysis and modeling projects, especially in the medical field. Due to time, resource 
and data-access constraints, we had to work with a limited sample of data. This may lead to potential 
biases in our results, as a larger sample could have provided a more complete and representative view 
of the problem. 

6. CONCLUSION

Diabetes prediction has become a growing area of interest due to the increasing prevalence of 
diabetes, advances in technology and the growing importance of health data. Research efforts in this 
area aim to develop accurate predictive tools that can aid in the prevention, early diagnosis and 
effective management of diabetes, thereby improving the health and well-being of individuals affected 
by this disease. 

In this work, we implemented and evaluated several algorithms, such as SVM, KNN, Logistic 
Regression and Decision Tree, by comparing their performances and analyzing the obtained 
results. Our results demonstrated that the KNN algorithms proved to be particularly effective in the 
prediction of diabetes, because it took advantage of its nearest neighbor-based approach to achieve 
good results. It is also important to emphasize the importance of feature selection in the prediction 
of diabetes. We found that different selection methods influenced the performance of the algorithms, 
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highlighting the importance of a well-considered approach, such as RFE or ANOVA, to choose the 
most relevant features. 

In terms of future perspectives, there are several aspects to consider to improve and further develop 
the diabetes-prediction system: 

" In terms of the dataset, it would be interesting to extend our study to large data on other
wilayas to reach the entire Algerian population,

" Collecting other risk factors for diabetes,
" Developing a useful online website or mobile application and deploying it on Play store.
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