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ABSTRACT 

The wild nature of humans has become civilized and the weapons they use to attack each other are now 

digitized. Security over the Internet usually takes a defensive shape, aiming to fight against attacks created for 

malicious reasons. Invaders’ actions over the Internet can take patterns by going through specific steps every 

time they attack. These patterns can be used to predict, mitigate and stop these attacks. This study proposes a 

method to label datasets related to multi-stage attacks according to attack stages rather than the attack type. 

These datasets can be used later in machine-learning models to build intelligent defensive models. On the other 

hand, we propose a method to predict and early kill attacks in an active directory environment, such as 

kerberoasting attacks. In this study, we have collected data related to a suggested kerberoasting attack scenario 

in pcap files. Every pcap file contains data related to a particular stage of the attack life-cycle and the extracted 

information from the pcap files was used to highlight the features and specific activities during every step. The 

information was used to draw an efficient defensive plan against the attack. Here, we propose a methodology to 

draw equivalent defensive plans for other similar attacks as the kerberoasting attack covered in this study. 

KEYWORDS 

Kerberoasting attacks, Attack life-cycle, Dataset labeling, Early detection. 

1. INTRODUCTION

TData is the modern fuel to train and calibrate machine-learning (ML) and artificial-intelligence (AI) 

models. Generating the proper data for ML and AI models built for complicated problems requiring 

high computational powers is not easy. Labeling this data so that it would give the best results is also 

not easy. 

Building intelligent intrusion-detection systems deploying ML and AI models to detect possible 

threats over computer networks is no longer a luxury. AI intrusion-detection systems ought to detect 

possible threats early, so that defense plans can occur early and a more secure network is gained. 

Intrusions and attacks over the Internet can take many forms and patterns, each with specific 

distinguishing techniques and goals. Patterns were found in each attack, making it possible to model 

and categorize the stages and steps attacks can go through. Many models in this context were 

proposed, such as the MITRE attack model and the Lockheed Martin model. These models aim to put 

attack stages in a chain of steps, so that defenders can know at which stage the attack is and build 

defense policies based on the attack’s detected stage. Knowing the attack stage can help kill the attack 

at this stage or mitigate the attack consequences. 

ML and AI models should be built to advance the operation of intrusion-detection systems [1]. These 

models require a properly labeled dataset; the more significant the dataset, the better the model 

performance. The literature has a shallow amount of datasets in this context. Therefore, this study 

proposes a method to create and label datasets related to multi-stage attack life-cycle. We also show 

how the generated data can be used statistically to detect attacks in an active directory server 

environment. The detection method is built on the awareness of the attack life-cycle. 

An AI intrusion-detection system that is aware of the attack stages, not only the attack occurrence, can 

be more helpful in providing the proper knowledge which a defender needs to act accordingly. This 

intelligent intrusion-detection system requires that we collect and label the proper datasets for training. 

A good defense plan can also be used and built based on the attack stages. 

mailto:r.baniyounisse@psut.edu.jo
mailto:r.baniyounisse@psut.edu.jo
mailto:m.alkasassbeh@psut.edu.jo
mailto:h.abdi@psut.edu.jo
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Active directory (AD) is a centralized management system for Windows computers and accounts. 

Hence, attacking (AD) servers can take many strategies, all aiming to take access to other computers 

and accounts linked to the server [2]. Kerberos authentication is widely used in the AD environment, 

where the domain controller processes all authentications using authentication tickets known as 

TicketGranting Tickets (TGTs) and Service Tickets (STs). 

The work presented in [3] has detailed the components, the operation and the attacks in an AD 

environment. The components of Kerberos were summarized into five components. The five 

components are: the transport layer, agents, encryption keys, tickets and privileged attribute service. 

The transport layer component uses port 88 for data exchange between agents via the TCP or UDP 

transport-layer. The agents are either client machines, service servers or Key Distribution Centers 

(KDCs). The KDC is a central server that works to authenticate users and distribute tickets between 

them, identifying users against services. Encryption keys and tickets can take many forms, each for a 

particular purpose during the user’s authentication process and privileges granted. 

A privileged Attribute Certificate (PAC) is an extension of Kerberos tickets that includes valuable 

information about the privileges of users. According to [3], the attacks in an AD environment can be 

classified into nine different forms. Every attack was detailed with mitigation and/or prevention 

techniques. The attack which we are interested in through this study is the "Kerberoasting" attack. This 

attack was defined as focusing on capturing a service ticket (TGS) from memory, then decrypting the 

hash of the offline service credential using a password-cracking tool. Kerberoasting takes advantage of 

service account delivery during the Kerberos authentication process. Users can request a service ticket 

from a Domain Controller (DC). The DC is the key distribution center (KDC) in the AD utilizing 

Kerberos. When clients request service tickets for given services from a DC, they use unique 

identifiers called Principal Service Names (PSNs). To get the Kerberos authentication, SPNs are 

required to be registered in AD with at least one service logon account [4]. 

Kerberos is the default and most widely used authentication service in Windows machines. Despite its 

strength in securely covering authentication and data communication over a non-secure channel, 

Kerberos has some weaknesses. It is a stateless protocol as TGS and AS servers do not have a memory 

of previously granted tickets. Password-guessing attacks can provide valuable information for 

attackers targeting a system that uses Kerberos for authentication. Another weakness is that all the 

device clocks trying to get authentication from the AS should be synchronized. Furthermore, finally, if 

an attacker gets access to the "KRBTGT" account, the attacker can take full access to the domain [3]. 

The Kerbroasting attack can be made in simple steps. First, the attacker should get a valid SPN name. 

Then, it requests a service ticket and part of the service ticket is encrypted with the target service 

account’s password hash. Weak passwords can easily be de-hashed by the attacker and hence the 

account can be cracked. 

In this study, we focus on the details of creating a "Kerberoasting" attack; during this step, a labeled 

dataset for the attack was generated. We also aim to study the attack’s life-cycle and label the 

generated dataset based on the attack stages. A methodology to detect the attack at each stage was 

proposed and detailed. 

A cyber kill chain presents a model for understanding the life-cycle of a cyber-attack and helps 

improve cybersecurity policies [5]. Lockheed Martin has developed a cyber-kill chain model which 

describes cyber-attack steps. The kill chain has distinct steps describing each cyberattack life-cycle 

stage. The kill-chain model helps understand how attacks are performed and helps set plans to deal 

with attacks, such as ransomware and security breaches. An attack is known to follow an ordered 

sequence of techniques; using the Lockheed model, these steps are reconnaissance, weaponization, 

delivery, exploitation, installation, command, control and actions [6]. During the reconnaissance stage, 

the attacker finds its victim and a proper entrance for the victim’s systems. Based on the information 

collected during the first step, the weaponization step comes as a preparation step for the attack using 

applicable codes and tools. Delivery is the step when a malicious code or tool is planted in the victim’s 

machine. The exploitation step follows, during which the weapon exploits vulnerabilities in the 

victim’s machine, so that a backdoor channel is activated and access to the victim’s machine is 

guaranteed. This is done during the installation step. The last two steps can be considered a stage when 

the catastrophe and the attacked machine have fallen. 
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This model was built so that cyber-attack stages can be mapped to each stage in the model. Defense 

policies are then built based on at which stage the attack is happening [7]-[8]. It is good to mention the 

MITRE attack [9]. It is a framework built to collect data and information about different cyber-attacks. 

It also suggests mitigation and protection techniques for the listed attacks. 

The contribution of this study is the presentation of the details of creating a "Kerberoasting" attack. 

The attack traffic details were collected in pcap files using Wireshark and then processed and 

analyzed. The pcap files were used with CICFlowmeter to generate a labeled dataset for the attack. 

What distinguishes the generated dataset is that it is labeled according to the attack’s stages rather than 

the attack’s type. The attack life-cycle stages were then thoroughly studied and revised to extract the 

distinguishing features of each stage, so that the attack could be exposed at any stage. A methodology 

to detect the attack at each stage was proposed and detailed. The attractive aspect of the followed 

methodology in this study is that it can be mimicked through other studies with similar life-cycle 

stages to build efficient defensive plans. 

This paper is organized as follows: In Section 2, we present some of the valuable works related to the 

work presented in this paper. In Section 3, the methodology followed to generate the attack, collect 

and label the dataset is presented. A method to detect the "Kerberoasting" attack is suggested and 

discussed in sub-section 3.3. Finally, in Section 4, the conclusion of the work is introduced. 

2. RELATED WORK 

In literature, many models were proposed to build defensive plans against specific attacks. Cyber-

attacks can have different types and targets; hence, a general defensive plan which covers all of them 

is not practical, but taking them in separate cases would make the task more doable. 

For example, the work presented in [10] covers the ransomware threats. The work uses Lockheed 

Martin’s cyber kill-chain model as a road map, then every step during the study covers a particular 

stage of the ransomware attack life-cycle. Unlike other studies covering detection, prevention and 

mitigation plans against ransomware attacks in literature, the plan presented in [10] considers that the 

attack is not a single stage of action, but goes through different actions and stages and accordingly, 

their plan was built. The work presented here studies "Kerberoasting" attack with the same attitude as 

well. 

Attacks in multimedia service environments and the existing cyber kill-chain models were analyzed in 

[11]. The study efficiently set proper prevention plans for these attacks and used the Lockheed 

Martin’s model to build a defensive policy against internal and external attacks in multi-media service 

environments. Attacks in an active-directory environment have recently taken considerable attention 

due to their wide range of collateral damages in the AD environment; i.e., the works in [12][13][14]. 

The work presented in [2] collected a dataset from event logs of the domain controller, where clients’ 

computers were recorded and divided into many categories. This division was carried out based on the 

nature of the event; the dataset was not labelled, as labeling the data for intrusion-detection systems is 

not an easy task. Hence, an unsupervised learning AI model was built for intrusion detection in an AD 

environment. 

Attacks in an AD environment were also investigated and a machine-learning model for 

Kerberoasting-attack detection was built. The dataset used in this work is non-synthetic, collected 

from an AD environment of an entire organization with hundreds of daily users. The data was 

collected from "event 4679", which is the event generated whenever a key distribution center gets a 

Kerberos Ticket Granting Service (TGS) request only; so the dataset was not rich in size or features. 

SVM machine-learning models which used the collected dataset were built later for intrusion detection 

in the AD environment [4]. Table 1 includes a summary of related literature. 

Studying the attack life-cycles has brought forth authoritative results in many cases. The attacks on 

IoT networks have become a significant concern in cybersecurity in the past few years. The study of 

[15] has shown that such attacks, for example, take a spiral rather than a sequential form. This 

information can help build detection and defense strategies against the attack. The study proves that a 

deep sight inside an attack life-cycle can take the defensive party into a better stronger place. 

Attack life-cycle was taken into consideration in [16], but not Kerberos nor an AD attack; yet, the 
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methodology used in the study was inspiring, since an attack model was built based on the disclosed 

APT attack cases. The model built in [16] gives an overview of APT attack life-cycle and attack 

techniques and investigates the distinguishing features of the collected data at each stage. The art of 

telling an attack life-cycle through data collected in pacp files was mentioned in [17], which is also an 

inspiration that we used in this study. An enormous amount of data was collected in pcap files, then 

cleaned and looked for attack signatures in the network traffic that map directly to particular phases of 

the life-cycle. It was focused on specific parts of the life-cycle when searching for attack signatures. 

Labeling the dataset based on the attack life-cycle rather than the attack type is a recent area of 

interest; it was mentioned in [6], generating two multi-stage attacks; a password-cracking and a DDoS 

attack; two labeled datasets were also created for the attacks. These datasets are expected to be helpful 

in building powerful intrusion-detection models. 

In cyber forensics, the early knowledge of the attacks can help detect and investigate early. The attack 

life-cycle model of attacks provides clear directions and orientations about the case and about the next 

steps to be followed during the investigation [18]. According to [18], pcap files generated to record the 

packets traffic on a network can be of great benefit during digital forensics. 

[19] proposed detection scenarios for monitoring the network for a the potential occurrence of a 

"Kerberoasting" attack. The methodologies were built based on log data and statistical methods 

without mentioning the attack life-cycle or the dataset used through the analysis. Not to mention some 

other useful tools which can digest statistics from pcap files, such as CIC flowmeter. These tools can 

generate a dataset that machine-learning models can use to train and predict intrusions. [20] also 

greatly analyzed the content of pcap files to detect attacks using DNS tunneling. 

The main contribution of this work is to create a dataset for "Kerberoasting" attacks that is aware of 

the attack life-cycle. The dataset features’ values vary from one stage to another during the attack life-

cycle. Hence, training AI models with a dataset labeled according to the stage of the attack can give 

more detailed results, as it can provide conclusions of at what stage the attack is. Knowing the attack 

stage would improve the followed defense strategies based on the attack life-cycle. The work also 

presents the methodology followed to collect and label the dataset; hence, it can be followed to create 

similar datasets for "Kerberoasting" attacks and other multi-stage attacks to improve the detection 

models built to detect these attacks. These datasets would enhance the quality of the decisions taken 

and the defense plans against the attacks. 

Table 1. Related work summery. 

Ref. Used AI? Attack Contribution Limitations 

[4] Yes, 

SVM 

models 

Kerberoasting attack Kerberoasting attack detection using data 

collected from Event log 4769. 

The technique misses     

detecting some malicious 

events on the cost of 

decreasing false positive 

alarms. 

[2] Yes, unsupervised 

leaning was used 

APT attacks against 

AD 

The attack activity data recorded in 
the Event logs was used; a new 
method based on machine learning for 
detecting attacks was proposed. 

False negative can occur if 
legitimate administrators use 
CLI tools regularly. 

[16] No APT attacks The attack life-cycle was modeled and 
explained. 

- 

[17] No Attacks in general 
were studied. 

A method to study the attack life cycle 
through the use of pcap files was 
proposed 

The dataset used was huge. 

[19] No Kerberoasting attack A method to study the attack life cycle 
of Kerberoasting attack through the 
use of logged data was proposed. 

False positive depends on 
multiple factors. 

[15] Yes Botnet attacks A model representing the spiral life-
cycle of the attack was used. 

The high complexity of the 
proposed method. 

3. DATA COLLECTION AND ANALYSIS

In this section, we discuss how an attack on an active-directory server was generated. We also show 
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how the data was collected and labeled. The attack life-cycle is also discussed and detailed according 

to the Lockheed Martin’s model attack life-cycle. We specifically discuss the famous "Kerberoasting" 

attack. 

3.1 Attack Generation 

The life-cycle of attacks in an active-directory AD environment was discussed in Mitre attack [9] and 

detailed in [21], where "Kerberoasting" is listed as a sub-technique of steal or forge Kerberos Tickets 

technique and falls under credential-access tactics. The attack which we have generated in this study 

was discussed and detailed in [22]. We used our prior knowledge about the attack to create it and 

collect the traffic data in pcap files to get a deeper understanding of the attack stages and identifying 

the features at each stage, which will help in diagnosing the attack at early or even late stages. 

The attack stages are listed in Figure 1, along with the used tool being listed inside a cloud shape 

beside the stage; the attack starts by scanning open ports in the AD server. This step aims to 

investigate running services on the server and is used in many other attacks, detecting that a port-

scanning process on a server can be considered an early alarm for potential attacks. In this step, we 

detected the Kerberos authentication service on port 88; from an attacker point of view, to perform an 

attack on Kerberos server, we need to know that port 88 at destination side is active and reachable. In 

the next step we performed another scanning process focusing on ports 139 and 445; this step aims to 

investigate publicly shared files and is considered a reconnaissance stage also. However, through this 

study, the second step gave no valuable conclusions. 

 Figure 1. Flowchart of attack stages and tools.  Figure 2. Attack stages and tools. 

Next in step 3, knowing that Kerberos is running on the device from, we initiated a brute-force attack 

on the server using a publicly available dictionary in [23]. The dictionary contains around 100000 

famous user names for Windows users; we grabbed a dictionary from the Internet and used it at this 

step. In step three, the brute-force attack aims to find legitimate user names registered on the Kerberos 

KD server. One of the valid user names was used in the next step to grant a valid ticket. At step 3 of 

the attack, we are still in the reconnaissance stage. We target user names whose owners have the 

property "Do not require Kerberos pre-authentication set (UF_DONT_REQUIRE_PREAUTH)"; this 

property can be activated by checking the option in the provided test-setting options as shown in 

Figure 2. These users have configured the Kerberos to consider that whenever they request a "TGT," 

the requester is the user name owner. Hence, when we requested a password to log into the server, the 

server responded with a hashed password which we dehashed offline and used to log into this account. 

In the last step, we ran an executable file that collected more data about the AD environment. The 
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software we ran in this step is Sharphound.exe, which a data collector used to collect data from 

domain controllers and domain-joined Windows systems. The collected data can be information about 

security-group memberships or domain trusts, abusable rights on active directory objects or group 

policy links and some other information. The collected information at this step is usually used to 

facilitate the process of initiating more attacks and take control over the attacked systems. 

In Table 2, we list every step with the software tools we used at each step. Also, in Table 2, we map 

every stage of the attack into a particular stage of the Lockheed Martin’s attack stages. We have 

performed this attack to generate data about the "Kerberoasting" attack, representing an example of a 

multi-stage attack. We will explain in the following sub-sections how the collected data was used to 

create a labeled dataset with the label specifying the attack stage. The collected data was also analyzed 

to investigate for information that can be useful in intrusion detection and prevention strategies. 

The attack in the AD environment is divided into stages, each representing a stage in the attack life-

cycle model built by Lockheed Martin. Lockheed Martin’s model was used in this study due to its 

simplicity and a direct reflection of multiple stages through the attack life-cycle. The stages and the 

mapping of Lockheed Martin’s model are presented in Table 3. 

Table 2. The tools used at each stage of the attack and mapping of Lockheed Martin’s model. 

Step Tool Attack Stage 

1 nmap Reconnaissance 

2 enum4linux Reconnaissance 

3 kerbrute Reconnaissance 

4 GetNPUsers Delivery and then Exploitation 

5 winrm and SharpBlood Installation 

In this study, we have not only generated the attack, but also taken care of the attack stages. We knew 

that every stage of recorded traffic would carry different features and statistics. Hence, the collected 

data was transformed into CSV files using CIC Flowmeter software while we labeled the data 

according to the attack stage, as will be detailed in sub-section 3.2. The data exported into the CSV 

consists of 40 features plus the label column, representing the attack’s stage. The listed features 

represent statistical information about the forward and backward traffic, timestamp and source and 

destination IP and source ports. 

3.2 Data Collection and Labeling 

In this sub-section, the methodology followed to collect the dataset is presented. The dataset was 

created with awareness of the stages the "Kerberoasting" attack will go through. Hence, the related 

network traffic for each stage was generated in an isolated pcap file using Wireshark. Then, the pcap 

files were fed into CIC flowmeter to generate the statistics or the features for every stage in a separate 

CSV file. The data in the CSV files was labeled according to the attack stage. Labeling the dataset 

according to the attack stage rather than labeling the dataset according to normal or anomaly packets 

makes the dataset more informative and aware of the stage at which the attack is. The analysis for each 

stage of the attack can be made with this dataset; it also can be used with AI and ML models which are 

more precise and specific about the severity of the attack. The presented method is not limited to 

"Kerberoasting" attack; it can be applied with other attacks to generate different datasets labeled 

according to the attack life-cycle. 

To collect the data, an attack scenario was performed on a server running Kerberos on a virtual 

machine. In contrast, the traffic on the attacked virtual machine was collected and recorded in pcap 

files using Wireshark. The information saved in the pcap files was then explored using Wireshark. We 

also exported the data into CSV files, so that statistical analysis can be carried out on the data to 

extract a deeper insight into each stage of the attack. CIC flowmeter was used to record statistical 

information about the packets’ flow during the attack stages. 

We created the targeted attack from scratch; prior understanding of the attack was beneficial to 

understand the attack stages and record the network traffic during every stage. We created an actual 

crime scene, knowing that the crime scene is divided into multiple stages, each with certain attacker 

behaviors and actions. The attack scenario starts when the attacker uses a tool called nmap to identify 
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open ports and services. Based on the results returned by nmap, the attacker can notice that there are 

multiple ports open. The attacker then uses a tool called enum4linux to enumerate more data from the 

victim’s machine. We can tell here that the output was not helpful, but it might be helpful in other 

scenarios. The attacker also notices that Kerberos was installed on the target’s machine as well as 

other active directory services. The attacker launches a brute-force attack to enumerate valid domain 

user names via Kerberos using the following tool kerbrute_linux_amd64. After identifying a list of 

valid users, the attacker uses a script called ‘GetNPUsers’ that exploits a misconfiguration in the AD. 

This vulnerability is called ‘ASREPRoasting’. After receiving a valid TGT, the attacker used a popular 

wordlist to try and crack the TGT. After successfully cracking the TGT, the attacker now has valid 

credentials. Using these credentials, the attacker tries to connect to the target machine using the 

Windows remote management service. After successfully logging in, the attacker copies and executes 

an executable that will collect more information about the AD environment called ‘SharpHound.exe’. 

The returned file was copied back to the attacker’s machine in order to import it into a tool called 

Bloodhound. 

The same mentioned steps can be repeated to generate the attack. The resulting datasets can vary 

according to the settings on the attacked computer and the Kerberos valid user names. Nevertheless, in 

case that we guarantee that the Kerberos user name exists inside the used dictionary during the brute-

force attack step and Kerberos pre-authentication is disabled on the attacked machine, we can tell that 

a similar, but not exact dataset will be generated. The attacker’s computer can speed up or slow down 

the attack. The specifications of the network or the status which the attacker is using to access the 

victim’s computer can result in slowing down or speeding up the attack time. 

The steps, the tools and the comings of the scenario described here will be detailed and discussed later 

through the following sub-sections. The network traffic data of every stage of the attack was recorded 

into a separate pcap file. So, we have a pcap file containing information about the traffic at the 

reconnaissance, delivery and exploitation stages. Even stages can be divided into sub-stages; for 

example, the first sub-stage of the reconnaissance stage and the second sub-stage of the reconnaissance 

stage. This style of recording data about the attack stages can provide information not only about 

whether the attack is related to an anomaly or a regular packet, but also tell to what stage of the attack 

the packet can be related when we use the dataset with AI models for example. The literature is rich in 

labeled datasets for different types of cyber-attacks, while a shallow number of attack datasets are 

labeled according to the attack life-cycle stages. 

The steps followed through this study, which are listed in Figure 1, summarize the attack steps and 

show that the attack covers four stages; reconnaissance, delivery, exploitation and installation. We also 

can realize that the reconnaissance step is divided into three steps. During data collection, we created 

the attack, followed the listed steps and recorded the traffic for each step in a pcap file. We also 

exported every pcap file into CIC flowmeter and created a labeled dataset for the attack, where the 

label is a keyword representing the stage to which the traffic belongs. 

A labeled dataset containing information about the attack life-cycle can significantly benefit building 

machine-learning models that can predict the attack and the attack stage, so that prevention and 

mitigation plans can be drawn according to these stages. The steps we followed to create a dataset for 

an attack that is aware of the attack stages rather than the attack type can be followed for other attacks. 

More datasets can be created following the proposed method. This will help generate more rich 

datasets for intrusion-detection and prevention intelligent models. 

During the data collection part of this study, we successfully generated and simulated the 

"Kerberoasting" attack. The attack was performed and recorded based on the understating of the attack 

stages. Every stage traffic was saved in a separate pcap file; unlike other datasets, which care about the 

type of the generated attack, we considered the attack stages the features of which differ for the same 

attack. 

3.3 The Suggested Detection Method 

The method used in this study to analyze the collected data was to investigate the packets at every 

stage in isolation. Finding distinguishing features in every stage and recording these features in the 

packet’s content allow that rapid detection and prevention strategies can be set. 
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Attacks in the active directory, like most other attacks, start with the reconnaissance stage. As we can 

see in Table 3, dring the first step of the attack, 133225 packets were sent to the AD server in 3 

minutes, which means that the flow was around 37 packets/sec. The fourth column in Table 3 shows 

the number of distinct destination ports collected during every attack stage. 65510 ports were scanned 

during the first three minutes of the attack. On average, every port was scanned twice during this 

stage. The count of the records and the number of destination ports were gathered by counting the 

tuples from the CSV files created for each stage of the attack. The time taken was concluded from the 

"timestamp" field listed in the CSV files. In table 3, the notes column is for the researchers’ notes 

which were visually realized, since we have spent a reasonable time studying the distinguishing 

features and details for the generated CSV files. 

Figure 3. Packet content of two consecutive packets during the port-scanning stage. 

Figure 4. XOR operation between two          Figure 5. Data collected during brute-force attack on 

consecutive packets.  Kerberos. 

This behavior of scanning more than 65000 ports in 3 minutes by the same IP address should be a 

strong indication of the reconnaissance stage of the attack life-cycle. This behavior was detected 

through our study in two places. First, when we analyzed the pcap files using Wireshark; Figure 3 

illustrating the packet content showed high similarities between packets’ contents, except for the 

fields; port numbers, the sequence number of the packet and timestamp value. Figure 4 shows the 

XORing result between two packets during this attack stage. One suggested method to detect the 

attack at this stage is performing an XOR operation between packet contents, excluding the fields 

mentioned earlier. Table 3 shows that the second stage of the attack took only 12 seconds and focused 

on scanning ports 139 and 445, where the shared data on Windows can be accessed. This step provides 

shallow information during the intrusion-detection process, but yet can be considered as an indication 

of scanning stage of a cyber-attack. 
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Table 3. Attack stages’ traffic summery. 

The third stage shows dense traffic on the network, especially packets connecting to port 88, which is 

reserved for Kerberos. In Figure 5, it is clear that during the two minutes of running kerbrut, the 

packets were almost of the same length and the "DST port" value was 88, which is another indication 

of potential malicious purposes that can be used against the IP address "172.16.0.124". The extracted 

CSV files’ "info" field contains information about the type of the exchanged messages. 

No suspicious actions could be detected during stage 4, since the actions performed during this stage 

are a typical communication process handling a hashed password to the requester. We should re-

mention here that in this stage, the attackers could get the password of users who used the "do not 

require Kerberos pre-authentication" option with their accounts’ settings. The KDE sent an encrypted 

password and the attackers decrypted it offline. Finally, in stage 5, the information field contains the 

"SharpHound.exe" files which can be considered a keyword for potential attacks. Intrusion-detection 

systems should be built to consider such keywords to protect network systems. 

4. CONCLUSION

In this work, we have presented the methodology to create a "Kerberoasting" attack and collect the 

traffic data using Wireshark. The collected data was based on the attack stage; so every managed pcap 

file contains information about a particular attack stage. Then, these pcap files were analyzed and 

studies were used to generate a labeled dataset for the attack. The labels are a reflection of the attack 

stage. Every stage of the attack was studied and analyzed, so that the unique characteristics of the 

attack stage are highlighted. The detection and defense plans against the "Kerberoasting" attack were 

based on these characteristics. At the early stages of the attack, we realized that the port-scanning 

process was evident as the destination port varied rapidly in a concise amount of time. Meanwhile, 

packets of the same size and data have been sent to the destination side with a different port number 

every time. At the later stage of the attack, a rapid amount of data was sent to port 88, trying to guess a 

valid user name. Through this work, we detailed how we could extract and use such information at 

every stage of the attack to build our defenses against the attack. We performed the attack and then 

studied its data and features to understand the threat in depth. The labeled dataset that we have 

produced can be used to build intelligent machine-learning models aware of the attack stages and life-

cycle. The collected data was also exported into excel sheets and statistical analysis was carried out. In 

the future, we wish to use the collected data to build the intelligent intrusion-detection model that we 

have just mentioned. 
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 ملخص البحث:

ويةتذذذفا ي ذذذت اا.يتخذذذمان ذذذترات عتدعذذذكاًذذذتعياًّذذذتّاّعيتًلهذذذتاّاتتهلأذذذضهاااتيثةذذذت ا ت ات  ذذذدت اتاخ ل ذذذ 

ياي  هذذذمورايليذذذتا ا ذذذده ا وذذذضهعياّيذذذ ا ذذذ ه تاةيذذذتنةلفاًتذذذرات عتدعذذذكانرااتهخذذذمانعةتأذذذتاّ  ل ذذذ اوا فذذذمافمذذذ ت ف

ا تذذذد ا ات قهذذذلااتذذذ اتايثةذذذت اوتاتهلأذذذضهااايذذذتاو ي تييذذذت.اهثةذذذتايو.او ذذذفاتاةةتذذذفاتكذذذتخضت ااتذذذ ات عةذذذتأ

يت تهذذذذلاجتايثةذذذذت ا ت ذذذذضهعياتاةدت ذذذذ  اا  ذذذذتاّهذذذذمداتاضه تكذذذذ اأدي ذذذذ اّا كذذذذوا ثة ًذذذذت اتا لتعذذذذت ايلةذذذذتا

اةدت ذذ ااتذذ اتايثةذذت اجذذضعاّ ذذفاعذذ ماتايثذذ  .اويةتذذفاتكذذتخضت ا ثة ًذذت اتا لتعذذت اع  ذذتاّيذذ اعةذذت  ا

اعيتًلذذذ فا .او ذذذفانيذذذ انفذذذده اع تذذذد ايذذذ اهذذذمداتاضه تكذذذ اأدي ذذذ اّات قهذذذلااا تُّذذذوات اذذذ اا  ذذذتدانعيةذذذ ف   لذذذ ف

ا ذذذدا تةذذذ اتا هذذذده تايثةذذذت اوقتتيذذذتا  تهذذذدتاّيذذذ اجلاذذذ ا"تاذذذضهال اتا هلذذذ " ا  ذذذ اتايثةذذذت اتاهتذذذ اايذذذض اتاذذذرا    

ات صذذ  اتاذذراتا لتعذذت .ايذذ اهذذمداتاضه تكذذ  اقة ذذتاجثةذذلاتا لتعذذت اتاةت ته ذذ اج ذذل ت ي ا  تذذد ا  ذذضهااتذذ ا

اتايثةذذذت ايذذذ ا  ا  ل ذذذ ف ا ذذذفااتذذذ اتاةت هذذذت اتا لتعذذذت اتاةت ته ذذذ اجةد تذذذ ف ذذذ  اجولذذذلايوتذذذ اا ذذذ ا ت هذذذت افتصه

ةذذذذ  اواذذذذوهاتكذذذذتخضت اتاة ت  ذذذذت اتاة تختلأذذذذ ا ذذذذفاتاةت هذذذذت اات ذذذذتل ا لذذذذتي"اتايث   ذذذذفا دت ذذذذ ا"عو  يا  

افمذذذ ي.اواذذذوهاتكذذذتخضت ااتذذذ اتاة ت  ذذذت ايذذذ او ذذذلافمهذذذ ا ذذذةت اوتععلذذذم افذذذّ ا ذذذ ه ذذذ داًتذذذراتا ها تاضه

اعيتًلذذذ اايثةذذذت انفذذذدها لذذذتجي ا لذذذدااعيتًلذذذ ا ذذذضها تايثةذذذ .ا ذذذما اع تذذذد ا  يثلذذذ اّا  ذذذلافمذذذ ف

ض ي اي اهمداتاضه تك . اتاة تي  اهثةت ا   دا تة اتا هده

https://attack.mitre.org/datasources/DS0026/
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ABSTRACT 

This paper presents a design and optimization approach for a tri-band miniature planar rectangular patch antenna 

structure for wireless mobile applications. The tri-band operation while maintaining a compact size has been 

achieved by introducing a defected ground structure (DGS) to control the surface current distribution on the patch 

antenna and consequently achieve multi-band operation. The geometry of the patch and the position of the DGS 

were optimized by a genetic algorithm to achieve the desired performance using a simple and miniature design 

with a size of 16 mm × 20 mm × 1.6 mm, an 82% reduction in the size occupied by a conventional single-band 

structure used in the optimization process. The proposed GA-optimised antenna provided tri-band operation with 

bandwidths for |𝑆11| > 6 dB from 3.2 - 3.5 GHz, 5.5 - 5.9 GHz and 6.3 - 7.1 GHz. At the centre frequencies of 3.4, 

5.7 and 6.7 GHz, the peak gains were 0.7, 1.76 and 2.93 dB, respectively. The optimally designed antenna is etched 

on an FR-4 substrate. Simulation and measurement results show good agreement, making the proposed structure 

a suitable candidate for mobile applications requiring small and multifunctional telecommunication devices.  

KEYWORDS 

Defected ground structure, Genetic algorithm, Tri-band, Miniaturization, Wireless mobile applications. 

1. INTRODUCTION

Due to the accelerated development of wireless communication systems, new systems are needed that 

can operate in multiple frequency bands and accommodate multiple standards. Multiband RF 

components, which consist of single circuits and operate at several specific frequencies, provide 

compact solutions for modern wireless communication systems. Due to their advantages, such as lower 

manufacturing cost, simpler geometry, easier fabrication and integration, microstrip antennas are 

competitive candidates for many wireless applications. However, these are generally restricted to mono-

band operation and their bandwidth is relatively narrow in comparison to other antenna types. Various 

approaches to multiband antenna design have been developed and studied. For example, a typical 

technique is to make slots on the radiation patch of the microstrip antenna. As reported in [1], etching 

two MIM (metal-insulator-metal) rings on a square patch have been shown to change the surface current 

distributions, effectively improving the radiation and forming a multiband antenna. Other commonly 

used methods to realize multiband antennas include the addition of parasitic coupling units [2], the 

insertion of stub-resonant elements [3], introduction of a DGS structure in the form of a squared ring 

slot incorporating multiple asymmetrical vertical slots [4], the use of two F-shaped resonators with a 

patch truncated from its central point [5], the use of etched metamaterial with a spiral structure to behave 

as a complementary split ring resonator (CSSR) antenna [6], as well as the adoption of fractal iteration 

technology [7]. Among the major disadvantages of all these types of antennas is the size, which is an 

area of competition for antenna designers, in addition to the narrow bandwidth and the complexity of 

implementation. Furthermore, to achieve an optimal design and to improve the patch antenna 

performance, many different optimization algorithm methods are used, such as particle swarm 

optimization (PSO) [8] and genetic algorithms (GAs) [9]-[10].  
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The GA is an evolutionary learning approach similar to the learning of beings. The GA concept is based 

on the Darwinian evolution theory, according to which organism populations develop by natural 

selection by transmitting to their descendants variations which allow for survival and replication. 

However, the potential solutions in GA-based optimization are registered as individuals in the 

population that need to progress to better solutions. Indeed, an individual's parameters defining a 

proposed solution are coded like genes on the chromosome. During the optimization process, the GA 

repeatedly explores the search space and achieves a number of optimized solutions using bio-inspired 

operations, such as selection, crossover and mutation. At each step, the less adapted individuals of the 

previous population are substituted by the more adapted ones and the more suitable individuals are 

selected as the next-generation population. This process is iterated until the final requirement is achieved 

and therefore the optimal structural parameters are obtained. 

This paper presents a conventional patch antenna adapted by using notches, operating at 3.5 GHz.The 

proposed-structure parameters are calculated by mathematical equations based on the theoretical studies 

of the patch antennas [11]. The design results show that the overall size of the proposed structure is 

40𝑚𝑚 × 45𝑚𝑚 × 1.6𝑚𝑚, which is a bulky size, with a limited operation in a single frequency band 

and narrow bandwidth. To overcome these problems and improve the conventional antenna performance 

in terms of miniaturization, multi-frequency and broadband operation, a defective ground structure 

(DGS) in the form of a rectangular slot with T-shaped heads on the edges is introduced. The main interest 

of this work is the application of the genetic algorithm to determine the location of the slot on the ground 

plane, as well as to optimize the antenna parameters. The results of the optimization by the genetic 

algorithm show a miniaturization rate of 82% compared to the conventional structure with a tri-band 

operation and improved bandwidths. A prototype of the optimized tri-band patch antenna has been 

fabricated and tested in order to validate the procedure. The simulated and measured results show good 

agreement. 

2. METHODOLOGY DESIGN

This section presents an overview of the patch-antenna theory, the Defected Ground Plane-based 

Structure (DGS) design method and the Genetic Algorithm (GA) based optimization of the antenna 

parameters and its optimal shape. 

2.1 Patch Antenna Theory 

The conventional design consists of a rectangular patch printed on a dielectric substrate with a 

completely metalized bottom side. The substrate has a relative permittivity ɛ 𝑟 =  4.4 and a thickness

ℎ =  1.6 𝑚𝑚. The antenna is intended to operate at a frequency of 3.5 𝐺𝐻𝑧. 

The transmission-line model implies that for the fundamental mode, along the width of the patch, there 

is a maximum voltage and a minimum current [11]. This means that the edges along the width of the 

patch are considered radiating slits. The effect of edges and slot radiation is modeled by an equivalent 

capacitance and radiation resistance. This extends the dimensions around the periphery of the patch.  

The effective patch length and width can be written as [11]: 

𝐿𝑒 = 𝐿 + 2∆𝐿         (1) 

𝑊𝑒 = 𝑊 + 2∆𝑊      (2) 

∆𝐿 𝑎𝑛𝑑  ∆𝑊 are the extensions along L and W. 

The patch length extension is calculated by the equation: 

∆𝐿 =
ℎ

√𝜀𝑒
(3) 

The propagation in two media having clearly different permittivities requires the determination of an 

approximate value of 𝜀𝑒 .

for a band such as 
𝑊

ℎ
≥ 1 : 𝜀𝑒 =

1

2
(𝜀𝑟 + 1) +

1

2
(𝜀𝑟 − 1) (1 + 12

ℎ

𝑤
)

−1

2
      (4) 

In a rectangular patch antenna, so that an antenna radiates as efficiently as possible, W must be equal to 
𝜆

2
 and is calculated by the equation:           𝑊 =

𝑐

2𝑓0√
(𝜀𝑟+1)

2

(5) 
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where C is the velocity of light in a vacuum. 

The effective length is given by the equation:    𝐿𝑒𝑓𝑓 =
𝑐

2𝑓0√𝜀𝑟𝑒𝑓𝑓
 (6) 

where 𝑓0 is the resonance frequency calculated by the equation:

𝑓0 =
𝑐

2𝐿𝑒√𝜀𝑒
          (7) 

In this work, the antenna is excited with a notched feed line due to the fact that it is easy to manufacture 

and simple to adapt to the antenna. 

The patch impedance is given by the equation:      𝑍𝑎 = 90
𝜀𝑟

2

𝜀𝑟−1
(

𝐿

𝑊
)

2
  (8) 

A simple formulation is developed for the calculation of the length of the notch [12]. This value is now 

constant, since it does not influence the resonance frequency of the antenna. 

𝑙 = 10−4 ×
𝐿

2
× [0.001699𝜀𝑟

7 + 0.13761𝜀𝑟
6 − 6.1783𝜀𝑟

5 + 93.187𝜀𝑟
4 − 682.69𝜀𝑟

3 + 2561.9𝜀𝑟
2 − 4043𝜀𝑟 + 6697] (9) 

This formula is valid for 2 ≤ 𝜀𝑟 ≤ 10.

2.2 Defected Ground Structure (DGS) 

The DGS structures are an evolution of the EBG (Electro-Magnetic Bandgap) structures. They are 

mainly intended for the design of compact and efficient microwave devices. The DGS consists of a 

defect (etch) in the ground plane of a microstrip transmission line, a coplanar waveguide or any structure 

where a ground plane exists. Microstrip antennas can be miniaturized by introducing defects in the 

ground plane [13]. A DGS equivalent circuit is a parallel series tuned circuit with a transmission line 

that it is coupled to. There are different forms of DGSs that have similar functions and features of the 

slow wave effect and high-impedance and size miniaturization with the same equivalent circuit [14]. 

However, to enhance the antenna circuit performance, the DGS structure can be modified or changed.  

When the DGS is introduced into a microwave antenna, the ground plane etch defect geometry disturbs 

the current distribution. This disturbance leads to an increase in the effective capacitance and inductance 

which influence the input impedance and current flow of the antenna [15], thereby reducing its size 

relative to a resonance frequency and/or causing other resonance frequencies to appear. 

2.3 Genetic Algorithm Methodology 

The genetic algorithm is a stochastic search technique that is based on Darwin's evolution theory. It is 

an extremely important approach to solving large search space problems for which conventional 

approaches are not available and for which the possible solutions lie in a large search space. Gas’ most 

significant benefit over other approaches is their high precision [16]. With the exception of its high 

computational cost due to GA (which takes time), this technique has the following advantages [17] . 

 Possibility to optimize continuous or discrete variables.

 Possibility of operating with a great number of variables.

 Being suitable to be used with numerically generated data, experimental data or analytical

functions.

The concepts of biological evolution are used in GAs to solve optimization problems. Gene combination 

principles in biological reproduction are used to repeatedly modify a population of individual points. 

Due to its random nature, it increases the chances of identifying a global solution. Consequently, it is 

extremely efficient and stable in finding globally optimal solutions. A GA's objective is to compute the 

extrema of an identified function in a data space. An evolutionary process is used to solve a problem 

using GA, where possible solutions (chromosomes) will be utilized to expand new solutions. Such group 

of possible solutions will be called a population. For the objective of creating the next generation of the 

population, only one (particular) population will succeed and be used. The solutions used for creating a 

new solution (offspring) will be selected based on their fitness function. Which chromosome is most 

suitable to be reproduced is the best fit.  

2.4 Optimization Procedure  

The optimization procedure for the proposed design is summarized in the flowchart in Figure 1. We use 

MATLAB software to implement the genetic algorithm. The advantage of MATLAB is the ability to 
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invoke external programs; it represents a powerful calculator for complex matrix operations. The VBA 

script for the antenna design and analysis is available in CST. The genetic algorithm is written in 

MATLAB by invoking a VBA script in CST that controls the analytical operations on CST Studio. 

However, the key procedure of the genetic algorithm used to optimize the main parameters of the 

proposed antenna can be summarized by the steps presented in the flowchart in Figure 2:  

Step 1: The identification of the different variables to be optimized and the definition of the maximum 

and minimum bounds for each variable to be optimized.      

Step 2: The optimization process is started by generating a random population, where each individual 

(in the form of linear vectors) is presented by a chromosome and modeled in the Antenna Toolbox for 

the calculation of the 𝑆11 return losses on the ranges of each frequency band. The fitness value of each

individual was calculated as shown in (10). Then, these individuals have been sorted by their fitness 

value. 

fitness:  𝑄(𝑥) =
1

𝑁
∑ 𝑄(𝑓)𝑓𝑚𝑖𝑛

𝑓𝑚𝑎𝑥     (10)  

where  𝑺𝟏𝟏 is the reflection coefficient,

𝑄(𝑓) = {
𝑆11𝑓𝑜𝑟 𝑆11 ≥ −6 

−10 𝑓𝑜𝑟 𝑆11 < −6
} 

𝑆11 = 20𝑙𝑜𝑔 |
𝑍𝑖𝑛−𝑍𝐶

𝑍𝑖𝑛+𝑍𝐶
| 

𝒁𝒊𝒏 is the antenna input impedance and 𝒁𝑪 is the microstrip line characteristic impedance.

Step 3: The choice of the selection procedure and applying it to each variable (each individual of the 

chromosome), so that the fittest individuals were selected for crossing to reproduce offspring. In 

addition, additional offspring were obtained by mutations of some random individuals to ensure the 

exploration of globally optimal solutions. The fitness values of the offspring are calculated. 

Step 4: The descendants and previous-generation individuals are selected based on their fitness values. 

The most suitable individuals are passed onto the next generation. Steps 3 and 4 are repeated until the 

endpoint is met. 

Figure 1. Genetic algorithm organigramme.   Figure 2. GA’s implementation with the 

CST-MATLAB interface. 

2.5 Optimized Tri-band Patch Antenna 

The GA parameters, such as population type, population size and the total number of generations, used 

for the optimization of the geometry parameters of the proposed patch antenna are presented in Table 1 

and the optimum parameters resulting from this optimization are presented in Table 2. 

A satisfactory solution has been achieved in the 11th-generation optimization, so that the overall size is 

16𝑚𝑚 × 20𝑚𝑚 × 1.6𝑚𝑚, which has a size saving of 82% compared to the conventional structure 

presented before. The frequency responses of the proposed antenna show a tri-band frequency operation 

and a bandwidth enhancement with |𝑆11| >  6 𝑑𝐵.  
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    Table 1. Genetic algorithm optimization parameters.   Table 2. Optimized tri-band patch 
antenna parameters. 

GA Parameter Value 

Number of variables 50 

Population type Double vector 

Population size 100 

Selection Roulette 

Scaling Rank 

Reproduction elite count 2 

Crossover fraction 0.8 

Crossover Single-point crossover 

Mutation Uniform (0.03) 

Migration fraction 0.2 

Total number of generations 100 

3. RESULTS AND DISCUSION

3.1 Antenna Evolution  

To describe in detail the design procedure of the proposed patch antenna, two design steps are used, as 

shown in Figure 3.  

Antenna 1                                                                         Antenna 2 

Figure 3. Antenna evolution steps to achieve the proposed tri-band patch antenna. 

Firstly, a rectangular patch antenna is designed [Antenna1]. All design parameters are calculated from 

the equations in sub-section 2.1. The total size of this antenna is 40𝑚𝑚 × 45𝑚𝑚 × 1.6𝑚𝑚. The 

frequency response of this antenna has a single frequency band centred at 3.5 GHz. The return loss |𝑆11 

| is 27.8 𝑑𝐵, with a bandwidth of 3.46 𝐺𝐻𝑧 to 3.53 𝐺𝐻𝑧. The simulation result of the radiation pattern 

at the resonance frequency shows a maximum gain of 5.37 𝑑𝐵. The performance of this antenna is 

similar to that of the conventional antenna, with a narrow bandwidth and a bulky size. This antenna 

serves as a reference design, which has been improved to find the optimal final design. 

The next step is to introduce a rectangular slot DGS with T-shaped heads on the edges in the ground 

plane to provide multi-band functionality and a compact size. All parameters of the patch antenna 

[Antenna 1] and the position of the DGS on the ground plane are optimized by the genetic algorithm 

following the process detailed in sub-section 2.4. The results of this optimization give a tri-band and 

miniature structure [Antenna 2] with a size of 16𝑚𝑚 × 20𝑚𝑚 × 1.6𝑚𝑚.The return loss | S11| of this 

optimal antenna is 21 dB, 24 dB and 17.2 dB at 3.4 GHz, 5.7 GHz and 6.7 GHz, with bandwidths of 300 

MHz, 400 MHz and 800 MHz, respectively.  

A comparison between the simulated characteristics and the performance of the two antennas is 

presented in Table 3.  

Parameter Value (mm) 

𝑤𝑝1 7.179 

𝑙𝑝1 10.789 

𝑤𝑓1 1.137 

𝑙𝑓1 6 

𝑤1 1 

𝑙1 1.8 

𝑙2 8 

𝑙3 6 

𝑙4 5 

𝑙5 4 

𝑔 1 
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     Table 3. Comparison of antenna characteristics. 

    Figure 4. Antenna reflection coefficients. 

3.2 Parametric Study 

To confirm the results of the genetic algorithm optimization and the proposed optimal structure of the 

tri-band patch antenna, a parametric study of the position of the DGS and the depth of the notch is 

proposed. Each parameter is optimized individually in the optimal solution neighborhoods given by the 

genetic algorithm; therefore, the same dimensions and the same optimal structure proposed previously 

are kept and DGS is varied horizontally and vertically on the one hand and the notch depth on the other 

hand, in such a way that each time two parameters are fixed at the optimal value given by the GA and 

the third is varied independently. The parameters and optimization conditions of this study are given in 

Table 4 and some simulated results are presented in Figures 5,6 and 7.  

  Table 4. Optimization parameters.  

    Figure 5. Result of the notch optimization. 

    Figure 6. Result of the DGS horizontal    Figure 7. Result of the DGS vertical 

 position optimization.           position optimization. 

The first observation on the results of these optimizations is that each variation of these three parameters 

leads directly to a significant change in the resonance frequencies and multi-band operation, on the 

adaptation and on the bandwidth. Therefore, for a multidimensional search space composed of several 

parameters, it is necessary to have a large number of individuals to allow convergence to the optimal or 

Antenna 1 Antenna 2 

Frequency 

(GHz) 

3.5 3.4 5.7 6.7 

S11 (dB) -27.8 -21 -24 -17.2 

BW(MHz) 70 300 400 800 

Gain (dB) 5.37 0.7 1.76 2.93 

Size (𝒎𝒎𝟑) 40×45×1.6 16×20×1.6 

Parameter 

Notch 

depth 

Horizontal 

position 

Vertical 

position 

L1 x y 

Bounds 
Min. 0 -2 -6 

Max. 3.6 2 6 

Pat value 0.6 0.5 0.5 

Best value 1.8 2 2 
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near-optimal solution, which becomes difficult and restricted for traditional optimization. In contrast, 

the genetic algorithm parameters and results have proved their possibilities and efficiency to converge 

to the optimal solution and the design of the antenna in an optimal and original or non-intuitive way. 

3.3 VSWR: Voltage Standing Wave Ratio 

To evaluate the degree of matching or mismatching of the antenna, its Voltage Standing Wave Ratio 

(VSWR) must be simulated for the required frequency ranges. Figure 8 shows the simulated VSWR for 

the three resonance frequencies of the optimized antenna. The VSWR has values of 1.2 at 3.4 GHz, 1.25 

at 5.7 GHz and 1.8 at 6.7 GHz. These VSWR values are less than 2, which is an acceptable performance 

according to the simulation results.  

Figure 8. The VSWR of the proposed antenna. 

3.4 Radiation Pattern 

Figure 9 shows the two-dimensional radiation patterns at the three resonance frequencies. We can see 

that the proposed patch antenna provides an omnidirectional radiation pattern at 3.4 GHz (Figure 9 (a)) 

with a peak gain of 0.7 dB and a nearly directional radiation pattern with peak gains of 1.76 dB and 2.93 

at 5.7 GHz and 6.7 GHz, respectively (Figure 9 (b) and Figure 9 (c)). 

       (a)                                                       (b)        (c) 

Figure 9. 2D radiation pattern: (a) at 3.4 GHz ;(b) at 5.7 GHz; (c) at 6.7 GHz. 

(a)                                            (b)                                         (c) 

Figure 10. Simulated surface current distribution of the proposed antenna: (a) at 3.4 GHz; (b) at 5.7 

GHz; (c) at 6.7GHz. 
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3.5 Current Distribution 

Figure 10 shows the current distribution for the optimized patch antenna. It is apparent that the current 

is more concentrated along the DGS ground plane, the thing that explains that defects in the metal ground 

plane structure disrupt the current distribution, resulting in controlled excitation and propagation of the 

electromagnetic wave through the substrate layer and a change in the resonance peak. 

3.6 Fabrication and Measurement 

The structure of the designed antenna is etched on an FR-4 substrate, as shown in Figure 11. 

Figure 11. Prototype of optimized tri-band microstrip patch antenna. 

The physical design of the fabricated microstrip antenna has a compact size with a high miniaturization 

rate compared to the conventional antenna. The measurements and frequency responses are shown in 

Figure 12. It can be seen that the practical results correspond well to the simulated results. Nevertheless, 

some deviations have been noted, caused by the inaccuracy of the manufacturing and measurement 

conditions.  

Figure 12. The simulated and measured reflection coefficient of the proposed tri-band patch antenna. 

3.7 Comparative Study    

To properly evaluate the results of our work, a quantitative comparison between the proposed tri-band 

antenna and the antennas reported in previously published works in terms of different parameters 

(resonance frequency, bandwidth, return loss, gain and size) is made. The results of this comparison are 

given in Table 5. All these designs have been presented in many different forms and techniques to 

achieve the required characteristics and to cover multiband operation. However, there are many 

limitations, such as complex structures and large size of designs. Interestingly, in terms of 

miniaturization and bandwidth, the patch antenna proposed in this study has improved performance over 

the reference antennas. Furthermore, the performance of the proposed antenna is comparable to those of 

the reference antennas in terms of return loss and gain. Moreover, the simplicity and ease of fabrication 

of the structure make it a suitable candidate for mobile applications requiring miniature and multi-band 

structures that can be easily integrated into modern telecommunication systems. 
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Table 5. Comparison between the proposed patch antenna and antennas from previous works. 

4. CONCLUSION

A tri-band miniature planar rectangular patch antenna structure for wireless mobile applications has 

been proposed. The miniaturization, tri-band functionality and high performance of the proposed design 

are achieved by optimizing the structure parameters and the position of a rectangular slot with T-shaped 

heads on the edges in the ground plane by a genetic algorithm (GA). The antenna performance 

simulations were performed using an interface between the Antenna Toolbox in MATLAB 2020a and 

CST studio suite 2019.The proposed tri-band patch antenna's frequency response is well matched to 

three frequency bands, such that the reflection coefficients are equal to -21dB, -24dB and -17.2dB for 

the resonance frequencies centered at 3.4 GHz, 5.7 GHz and 6.7 GHz, respectively, with improved 

bandwidths, a typical radiation pattern and a significant gain. A prototype of the studied antenna is 

manufactured to validate the optimized structure. The simulated and measured results are almost 

identical and demonstrate the good performance and tri-band functionality while keeping the simple and 

compact geometry. 
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 ملخص البحث:

تقدددددده الودددددددقةل لتصمددددددديلصغيقددددددديسلليلدددددددلنّلودددددددت   ل ددددددد نغل  ددددددد   ل  دددددددي ن ل   ددددددد ل ل    مددددددد  ل

 بنقددددد  ل للي ق لددددديل ل  دددددلينيالتمدددددهلتدددددّلتققندددددلل لي عددددد ن ل   ددددد ل ل    مددددد  ل ددددد ل لق ددددد  ل لددددد لللي ل

قيّل يتزيددددد لتنددددد صل ل  ددددد  الجددددد ل لدددددي لأحجدددددّل ددددد نغلللتدددددت   ل بدددددغلتعدددددتي ل  نددددديل   ددددد  ل ددددد ل

مّددددديل  تشددددد  يل لدددددد لتقهيدددددهل للتشدددددد ل لل ددددد ل لليعددددددتي ل ّ لتقهيددددددهل   ّددددد لإل لت ه ددددددنيلللغ  تمدددددهلتددددد

يل تدددددددهلل لقلدددددددتلل لددددددد لألإ  ل  ددددددد ل لللتدددددددت   ليلجن ن دددددددصز ن ددددددد  نددددددديل   ددددددد  ل ت  ددددددد يل ت 

ل دددددد ل3(ل لدددددد6ّا1×20×16   دددددديصه التلددددددلنّل  ددددددن لت دددددد نغل قجددددددّل لدددددد ل  ؛لأيل   ددددددبيلأمدددددد  

%ا82 لتت   لأح لإيل ل    قل قه صو لحجّل

ل-ل5ا5(لجنجدددددد لونغتدددددد ؛ل 5ا3ل-ل2ا3لقددددددهلحق ددددددلل لتددددددت   ل للقيددددددغ)لتعدددددد ن سل   دددددد ل ل    مدددددد  ل 

لإي دددددددنب الت ل ددددددد لمدددددددنّلل6<لل|𝑆11|(لجنجددددددد لونغتددددددد ل  دددددددهل1ا7ل-ل3ا6(لجنجددددددد لونغتددددددد ؛ل 9ا5

تلل7ا0(لجنجددددددددد لونغتددددددددد ل 7ا6تلل7ا5تلل4ا3كَْ ددددددددد ل لتدددددددددت   ل  دددددددددهل ليدددددددددغلإلإ  ل للغك يددددددددديل 

ّل لددددددتص ل   لندددددديل93ا2تلل76ا1 ّ لتشدددددد ل لتددددددت   ل لللددددددل  (للإي ددددددنب ل لدددددد ل ليغتندددددد التمددددددهلتدددددد

سلجنددددده س لتوددددددق لت ن ددددد ل يددددد   ل للق كدددددد  لت يددددد   لل(اFR-4 لددددد لصبقددددديلأ دددددد  ل   لقن  ددددد  ل ت   مدددددد 
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ABSTRACT 

Text generation is one of the most challenging applications in artificial intelligence and natural-language 

processing. In recent years, text generation has gained much attention thanks to the advances in deep-learning 

and language-modeling approaches. However, writing poetry is a challenging activity for humans that 

necessitates creativity and a high level of linguistic ability. Therefore, automatic poem generation is an important 

research issue that has attracted the interest of the Natural Language Processing (NLP) community. Several 

researchers have examined automatic poem generation using deep-learning approaches, but little has focused on 

Arabic poetry. In this work, we exhibit how we utilize various GPT-2 and GPT-3 models to automatically generate 

Arabic poems. BLEU scores and human evaluation are used to evaluate the results of four GPT-based models. 

Both BLEU scores and human evaluations indicate that fine-tuned GPT-2 outperforms GPT-3 and fine-tuned GPT-

3 models, with GPT-3 model having the lowest value in terms of poeticness. To the best of the authors’ knowledge, 

this work is the first in literature that employs and fine-tunes GPT-3 to generate Arabic poems. 

KEYWORDS 

Natural-language processing (NLP), Natural-language generation (NLG), Deep learning, Transformer, GPT-2, 

GPT-3, Arabic poems. 

1. INTRODUCTION

Natural-language Generation (NLG) is a challenging topic that has piqued the interest of the Natural 

Language Processing (NLP) community [1]. Poem generation is an example of NLG that is particularly 

interesting due to its unique characteristics. One of the most challenging tasks in NLG is automatic poem 

generation, since poetry is an art form. Nowadays, many researchers are motivated to contribute to 

automatic poem generation [2][3][4][5][6][7][8][9][10]. Stochastic search [11] and statistical machine-

translation models [12] are traditionally recommended for this task. Lately, deep neural networks have 

been utilized to generate natural-sounding poetry [13]-[14]. Although these models appear to be 

promising, they are severely limited in various ways. Previous research, for example, frequently fails to 

retain topic coherence [15]-[16] and increase word variety [14], both of which are essential qualities of 

poems. Compared to the efforts made in English and Chinese for NLG, Arabic deep-learning 

applications for NLG, especially Arabic-poetry generation, remain limited. 

Arabic poetry is the oldest type of Arabic literature. Poetry has represented the most profound sense of 

Arab self-identity and collective past and future ambitions in the Arabic literary tradition. Arabic poetry 

is frequently classified into classical and modern poetry (also named free poetry) [17]. Appropriately, 

any poetry written in the classical form is referred to as "traditional poetry "or" vertical poetry" as long 

as it follows the traditional form and structure and the vertical parallel composition of its two 

components known as hemistichs. A hemistich is a half-line of verse, followed by a second hemistich, 

making together a verse unit. On the other hand, modern poetry differs from traditional poetry in terms 

of form, structure, rhyme and subject matter. Arabic poetry is defined as rhymed, metered speech. Table 

1 exposes examples of verses from Arabic poetry. 

Large language models, like GPT-3 [18], are tens of gigabytes in size, trained on terabytes of text data 

and have mostly been designed for text generation. GPT-3 was introduced by OpenAI as the largest 

language model when compared to state-of-the-art language models, with 175 billion trainable 

parameters [18]. Apart from raw-text generation, GPT-3 can also generate poems, codes, stories, …etc. 

Brown et al. [18] demonstrated that GPT-3 excelled in various NLP tasks with few-shot learning and 

even without any fine-tuning. 

mailto:medghaly.beheitt@fst.utm.tn
mailto:medghaly.beheitt@fst.utm.tn
mailto:moez.benhajhmida@enit.utm.tn
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GPT-2 was succeeded by GPT-3, which utilizes the same transformer architecture. A major distinction 

between the two models is their size; GPT-3 has 175 billion parameters, significantly more than GPT-2 

with 1.5 billion parameters. We are challenged to measure the effectiveness of fine-tuning GPT-2 

compared to the use of a zero-shot or few- shot GPT-3 model in the case of Arabic-poem generation. In 

this work, we compare our previously proposed fine-tuned GPT-2 model [19] to state-of-the-art models 

as well as some variants of GPT-3 model on Arabic-poem generation. In this comparison, we use 

automatic evaluation; namely, BLEU scores and human evaluation. To the best of our knowledge, this 

is the first work in literature that employs GPT-3 to generate Arabic poems. 

Table 1. Example of verses from Arabic poems from Arab poet Abu al-Tayyib Ahmad ibn Al-

Husayn Al-Mutanabbi [17]. 

Arabic verses English translation 

وأأسمعت كلماتي من به صمم   أأنا الذي نظر الأعمى ا لى أأدبي I am who made the blind see my art    and made the deaf hear my words 

ذا كانت النفوسُ كبارا   تعبت في مرادِها الأجسامُ           وا  If the souls were great    The bodies would be tired in achieving their will 

We structure the paper as follows. Section 2 describes related state-of-the-art approaches. Section 3 

introduces the architectures of models used in this study and Section 4 presents the proposed models. 

Section 5 illustrates the evaluation methods and we detail experimental results and provide a useful 

discussion on poem-generation capabilities in Section 6. Finally, Section 7 shows conclusions and 

future work. 

2. RELATED WORK

Poetry composition is undoubtedly the most difficult of the text-generation sub-tasks, because poetry 

must be written elegantly and ideally according to a particular context. Over the last few decades, 

automated poem generation has been a popular research area. However, most of the work on poem 

generation is accomplished in Chinese and English. This section covers recent approaches for generating 

poems in Chinese and English, as well as a few works in languages similar to Arabic, such as Persian, 

and finally cites a few existing works in the Arabic language. 

Yi et al. developed a model to generate coherent Chinese poetry with a flexible clear description of the 

poem’s topic [20]. They built an encoder-decoder framework based on a bi-directional recurrent neural 

network (Bi-RNN) with an attention mechanism. They also tested the model on three styles of poetry. 

The quatrain style is known to be the most difficult form, which is a pair of matching couplets, each line 

consisting of five or seven syllables. In this work, authors used a corpus of 71,000 quatrains to train a 

model, while 1,000 quatrains were used for the test. The Working Memory Model was utilized to write 

a poetry line while keeping the previous line in mind. The previous line is saved in local memory and 

will be concatenated with the following line. The results of this model were compared to those of state-

of-the-art models by poetry experts. The model obtained higher scores on Coherence (3.57) and 

Relevance (3.77), indicating that it produced poems of higher quality and cohesiveness. 

Liu et al. [21] presented a rhetorically controlled encoder-decoder to develop modern Chinese poetry. 

This model employs a continuous latent variable as a rhetoric controller in an encoder to record distinct 

rhetorical patterns. Then, it integrates rhetoric-based mixtures while generating modern Chinese poetry. 

In this model, word embedding, rhetoric label embedding and hidden state sizes are set at 128, 128 and 

128, respectively. The latent variable has 256 dimensions and a single-layer decoder is employed. The 

human evaluation results show that this method achieves the best results in terms of the Meaningfulness 

(3.2) and Rhetorical Aesthetics (3.5) metrics. Also, experiments reveal that this model can generate 

Chinese poetry with convincing metaphors and personification. 

Deng et al. [22] presented a novel iterative polishing framework for highly competent Chinese poem 

generation in this research. An encoder-decoder structure is used to generate a poem draft in the first 

stage. Following that, the authors suggested Quality-Aware Masked Language Model (QA-MLM) to be 

used to polish the document in terms of linguistics and literalness. QA-MLM can use a multi-task 

learning system to identify whether polishing is required based on the poetry draft. In this approach, 

they used corpus for training and testing the models consisting of approximately 130,525 poems with a 

total of 905,790 lines. BERT was selected as the encoder with 12 layers and initialized with the 

parameters pre-trained by [23] and the 2-layer transformer decoder was selected for poem generation. 
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Human and automatic evaluations were performed and the findings show that this approach effectively 

improves the performance of encoder-decoder structures. 

In [24], the authors proposed a generate-retrieve-then-refine paradigm for poetry generation based on 

the creative pro- cess of humans. It allows a generative model to benefit from generated draft and 

retrieval outcomes. To increase coherence, the authors employ bidirectional sentence-level context from 

previously generated lines and draft lines. In addition, they present the "refining vector," which is 

distilled by the fantastic word recognition process to develop newer and more unique expressions. The 

authors collected a 263,669 modern Chinese poetry dataset with 9,209,186 sentences. In this approach, 

they employ an encoder-decoder model with word2vec embeddings. The word embedding size is 128 

and the recurrent hidden layers of the encoder and decoder have 128 hidden units and 4 layers. They 

used the Adam algorithm [25] to train the model, with a batch size of 512 and a learning rate of 3e-4. 

The results of experiments on Coherence (3.98), Impressiveness (3.86) and Poeticness (3.40) reveal that 

this model surpasses baselines in terms of consistency and novelty. 

Lau et al. [26] built a model based on a variant of an LSTM encoder-decoder with attention [27] for 

composing English quatrains (Shakespeare-like sonnets). The authors developed a joint design of three 

neural networks that capture language, rhyme and meter to construct quatrains. They used 3,355 sonnets 

to train and test these models. They also assessed the quality of generating quatrains using 

crowdsourcing and expert assessment. According to crowdsourcing and expert evaluations, the poems 

generated matched the sonnet structure, but lacked readability and coherence. 

Santillan and Azcarraga [28] described a method for generating English poems from a given input poem 

seed utilizing transformers [29] and doc2vec embeddings [30]. This technique uses a pre-trained model, 

which is then fine-tuned using a poem dataset and assesses generated poem output using a cosine 

similarity score from a doc2vec model. The corpora used in this approach are divided into two datasets, 

which are 50-200 characters long (short poem set) and those longer than 200 characters (long poem set), 

each comprising 58,955 poems, respectively. Moreover, all transformer training employed the same 

hyper-parameters, such as a learning rate of 2e-5 and a batch size of 2. This approach ensures strong 

cohesiveness between the output and the given input text according to the results. 

Van de Cruys introduced an automatic poetry-generation system trained just on standard, non-poetic 

text [10]. The system employs a recurrent neural encoder-decoder architecture that incorporates poetic 

and topical constraints by changing the neural network’s output probability distribution to create 

potential verses. Then, the best verse is chosen for inclusion in the poem using a global optimization 

framework. The authors used an encoder and decoder model consisting of two GRU layers with a hidden 

state of size 2048. The model parameters are optimized using stochastic gradient descent with an initial 

learning rate of 0.2 and a batch size of 64. They also trained the system in English and French with a 

training corpus of 500 million words for each language, then performed human evaluations in both 

languages. The results show that the system can generate plausible poetry with high Fluency (3.64) and 

Coherence (3.41) scores as well as with Meaningfulness (3.27) and Poeticness (3.86). 

Bena and Kalita [31] proposed a novel method for generating English poems. They fine-tuned a pre-

trained language model GPT-2 [32] to generate poems that express emotion in readers and dream poetry. 

They classified emotional poems and dreamed text to impact automatic natural-language production in 

creating poetry. To accomplish this job, they created a meaning for emotion-eliciting material using a 

word-level emotion lexicon, which was subsequently utilized for training different GPT-2 models. The 

authors pre-trained the OpenAI-released GPT-2 model on a dataset of first-person dream narratives to 

teach the network the language of poems. The model was then fine-tuned using a dataset of 20,000 

dreams. They rate the proposed model on three qualities: Quality1 (The poem is generally a first-person 

expression), Quality 2 (The primary substance of the poetry is a dream or vision) and Quality 3 (The 

poem tells or predicts an experience or event). With scores no lower than 3.2 on the Likert scale for all 

three qualities, the human evaluation demonstrates that the fine-tuned GPT-2 performed well in 

generating dream poems [31]. 

In [33], the authors present an LSTM-based model for generating Persian poems. They trained the model 

on a dataset of Ghazaliat-e-Hafez and Ghazaliat-e-Saadi1. One challenge in using machine learning to 

generate Persian poetry is the complex grammar of the language. Persian language grammar includes 

1 The Mohammad Qazvini/Gha¯sem Ghani 1941 edition. 
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various inflections and declensions that can alter word form and meaning. To tackle this challenge, the 

authors pre-processed and cleaned the dataset before feeding it into the model. Then, they trained the 

model to predict the following word in a sequence based on the context of the preceding words. The 

authors conclude that training the model for a larger number of epochs leads to improved poem quality. 

However, no significant evaluation was presented. 

Talafha and Rekabdar [34]-[35] were among the first to apply deep learning to generate Arabic poems. 

In [34], they proposed a two-phased approach to generate Arabic poems. In the first phase, they generate 

the first line of the poem by utilizing Bi-GRU (Bi-directional Gated Recurrent Unit) model. In the second 

phase, they use a modified Bi-GRU encoder-decoder model with hierarchical neural attention to produce 

the following lines of the poem. In a more recent work [35], Talafha and Rekabdar propose a poetry-

generation model with enhanced phonetic and semantic embeddings. In this work, they propose a three-

phased approach. First, they use a word-embedding model that represents verses’ rhyme and rhythm 

besides the context. These embeddings offer information on each word’s phonetics and its vectorized 

word representation. Second, they extract N keywords representing the sub-themes of the N verses to 

generate, where each keyword is to generate one new verse. In the third phase, they use a Bi-GRU 

encoder-decoder model with word-level and verse-level attention to generate the first verse. Then, they 

use a hierarchical sequence-to-sequence model to produce the next verses. This last work approach 

assumes that the number of the extracted keywords is equal to the number of verses to generate. If the 

input is too short, it will be impossible to generate enough verses. The authors in both works evaluated 

the generated poetry using BLEU scores and human review. According to human evaluation, their 

models produced fair-quality poetry. 

Recently, Hakami et al. [36] studied using the GPT-2 model to generate Arabic poems. The authors fine-

tuned the GPT-2 model, which had already been pre-trained on English corpora. The fine-tuning dataset 

included 34,466 Arabic verses acquired manually from aldiwan website2. In terms of the BLEU-1 score 

(0.56) and human evaluation (0.5 in Meaning and Coherence), the generated GPT-2 model performed 

poorly. 

Despite the poor results obtained in [36], the effectiveness of the GPT-2-based model in the case of 

English language poem generation motivated us in [19] to build a GPT-2 model for Arabic poem 

generation. In the following, we compare the fine-tuned GPT-2-based model to the GPT-3 model and 

fine-tuned GPT-3 model in Arabic poem generation. 

3. GENERATIVE PRE-TRAINED TRANSFORMER

Word-embedding techniques, such as word2vec [37], are able to capture the semantic meaning of words 

ignoring how the semantics varies across linguistic contexts. However, language models provide a 

contextualized embedding that improves the representational power of word embeddings. In language 

modeling, as a first step, a neural network is trained on a large non-annotated corpus of text. During the 

training, the neural network learns how to recover masked (missing) words or produce the next words. 

In the second step, we keep the first layers of the neural network and train again the weights of the 

lasting layers on a smaller specific dataset. These two phases are called the pre-training and fine-tuning 

phases. 

In masked language modeling, like BERT [23], the neural network fills a sub-set of masked words based 

on all others. This technique is not suitable for text-generation tasks where the network produces the 

next words based on the previous sequence of words. OpenAI’s Generative Pre-trained Transformer 

(GPT) proposes to pre-train on the standard task of language modeling: predicting the next word in the 

sequence. GPT models are efficient in text-generation tasks, such as summarization or producing text 

based on a prompt. In this section, we introduce the three variants of GPT models. 

3.1 GPT-1 

Radford et al. proposed in [38] the first variant of Generative Pre-trained Transformer (GPT-1) that 

achieved state- of-the-art results in 9 out of 12 NLP tasks. They employed a semi-supervised learning 

approach using unsupervised pre-training and supervised fine-tuning. 

2 https://www.aldiwan.net 

http://www.aldiwan.net/
http://www.aldiwan.net/
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First, a language-modeling objective is used to maximize the following likelihood given an unsupervised 

corpus of tokens U = {u1,..., un} to learn the parameters of a neural network: 

𝐿1(𝑈) = ∑ 𝑙𝑜𝑔𝑃𝑖  (ui  | u i−k,..., ui−1; Θ)  (1) 

where k is the context window size and the conditional probability P is represented by a neural network 

with parameters Θ. Stochastic gradient descent [39] is used to train these parameters. 

Second, a supervised objective adapts the learned parameters to a particular target task. This objective 

aims to maximize the likelihood of a given labeled dataset D, where each instance comprises a sequence 

of input tokens, x1, . . . , xm, along with a label y: 

𝐿2(𝐷) = ∑ 𝑙𝑜𝑔𝑃(𝑦 | 𝑥1, … , 𝑥𝑚)(𝑥,𝑦)  (2) 

Radford et al. also discovered that adding language modeling as an auxiliary objective to fine-tuning 

improves learning by enhancing the generalization of the supervised model and accelerates 

convergence. Therefore, they specifically optimize the following objective with a weight λ (set to 0.5): 

L3 (D) = L2 (D) + λ ∗ L1 (D)     (3) 

The GPT-1 model is recognized as "task agnostic", since it is not limited to a single NLP task, but 

provides a generalizable architecture that can be adapted to multiple NLP tasks with few adjustments. 

In terms of architecture, GPT-1 employs a transformer architecture based on a 12-layer decoder 

(without a decoder) and a self-attention mechanism (12 attention heads). GPT-1 is trained on the 

BooksCorpus dataset [40] that holds over 7000 unpublished books. 

Figure 1. (left) GPT-1 architecture and (right) input transformations for supervised fine-tuning on 

various tasks [38]. 

As illustrated in Figure 1, GPT-1 architecture is similar to the decoder-only transformer in [29]. In the 

network, input tokens U = (u−k,..., u−1) are processed through We, a token embedding matrix. The 

activities are then routed through a stack of decoder blocks composed of a multi-headed self-attention 

layer, a position-wise feedforward layer and a normalization layer: 

     h0 = UWe + Wp

hl = decoder block (hl−1) ∀i ∈ [1, n] 

𝑃(𝑢) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(ℎ𝑛𝑊𝑒
𝑇)

where n is the number of layers and Wp is the position embedding matrix. 

Table 2 shows experimental details of the unsupervised pre-training and supervised fine-tuning phases. 

Table 2. Hyper-parameters used in GPT-1. 

Hyper-parameter Unsupervised  pre-training Supervised  fine-tuning 

Max. sequence length 512 512 

Batch size 64 32 

Learning rate 2e-4 6.25e-5 

# Epochs 100 3 
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3.2 GPT-2 

GPT-2 (Generative Pre-trained Transformer 2) is an unsupervised transformer-based generative 

language model created by OpenAI [32]. A language model is a machine-learning model that predicts 

the next word in a given sentence using probability distributions. Using unsupervised methods, 

language models build many characteristics representing spelling and grammar norms. Unsupervised 

learning approaches look for patterns in a dataset rather than attempting to find a relationship between 

the data. GPT-2 was trained using a large corpus (WebText) containing 40 GB of text [32]. This model 

uses BPE (Byte-Pair Encoding) for encoding text as a sequence of tokens [41]. BPE encoding is a type 

of sub-word encoding that exists between the character and word levels. Typically, the most common 

pairs of consecutive bytes of data are encoded as single tokens. However, rare pairs will be encoded as 

sequences of tokens. This way of encoding catches the recurrent sub-words with specific meanings, 

like the superlative suffix ’est’ in biggest, oldest, …etc. In the Arabic language, suffixes are more 

common. Arabic suffixes are used as attachable pronouns like تا, which means dual female (they). 

With a few structural changes, the GPT-2 architecture closely resembles the GPT-1 model. GPT-2 adds 

additional layer normalization after the final self-attention block, moves layer normalization to the 

input of each sub-block and raises context size from 512 to 1024 tokens. Table 3 summarizes the hyper-

parameters used to build the various GPT-2 models. 

The GPT-2 architecture has demonstrated its ability to represent the English language and has achieved 

state-of-the- art tasks, such as machine translation, summarization and question-answering. This model 

is available in four different sizes: small (117 million parameters), medium (345 million parameters), 

large (762 million parameters) and extra-large (1.5 billion parameters). 

Achievements of the GPT-2 model illustrate that training on larger datasets with a larger number of 

parameters increased the language model’s capacity to understand tasks and outperform the state-of-

the-art on many tasks in zero-shot. Furthermore, according to the research, as the model’s capacity 

expanded, so did its performance in a log-linear pattern [32]. 

Table 3. Hyper-parameters used for the four GPT-2 models [32]. 

Parameters Layers dmodel 

117M 12 768 

345M 24 1024 

762M 36 1280 

1542M 48 1600 

3.3 GPT-3 

In 2020, OpenAI released Generative Pre-trained Transformer 3 (GPT-3) [18]. GPT3 is transformer-

based and has the same architecture as GPT-2. More specifically, GPT-3 uses the same updated 

initialization and pre-normalization used by GPT-2. In addition, GPT-3 architecture includes 96 layers 

with 96 attention heads in each layer. The context window size was increased from 1024 tokens in 

GPT-2 to 2048 tokens in GPT-3. GPT-3 was trained on a large and diverse dataset of 499 billion tokens, 

including Common Crawl, web texts, books and Wikipedia (45TB of text data). With 175 billion 

parameters, GPT-3 was 10 times larger than any previous language model and had 100 times more 

parameters than GPT-2. GPT-3 is proposed to be used for all NLP tasks without the need for gradient 

updates or fine-tuning. GPT-3 performs well on various NLP tasks, including translation, question-

answering and cloze tasks [18]. GPT-3 is available in eight versions with a different number of trainable 

parameters, as listed in Table 4. 

GPT-3 shows strong performance on many NLP tasks and benchmarks in the zero-shot, one-shot and 

few-shot settings, in some cases nearly matching the performance of state-of-the-art fine-tuned 

systems.  

GPT-3 was not made available; instead, access was to be allowed via an API, giving the model’s 

developers more control over its use. At the time of writing, the API was under beta testing. However, 

the API is typically used to start the model by providing a prompt and some introductory text. 
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Table 4. Sizes, architectures and learning hyper-parameters of the GPT-3 models [42]. 

Model Name nparams nlayers dmodel nheads dhead Batch Size Learning Rate 

GPT-3 Small 125M 12 768 12 64 0.5M 6.0 × 10−4

GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0 × 10−4

GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 × 10−4

GPT-3 XL 1.3 B 24 2048 24 128 1M 2.0 × 10−4

GPT-3 2.7B 2.7 B 32 2560 32 80 1M 1.6 × 10−4

GPT-3 6.7B 6.7 B 32 4096 32 128 2M 1.2 × 10−4

GPT-3 13B 13.0 B 40 5140 40 128 2M 1.0 × 10−4

GPT-3 175B or "GPT-3" 175.0 B 96 12288 96 128 3.2M 0.6 × 10−4

4. PROPOSED MODELS FOR POEM GENERATION

In this section, we describe the pre-training data, the training setup and the fine-tuning setup that we 

used to build a GPT-2 model for poem generation. We also report on the setup that we used to fine-

tune two variants of the GPT-3 model. 

4.1 GPT-2 Based Model 

In our previous work [19], we proposed a fine-tuned GPT-2 model capable of generating Arabic poetry. 

However, GPT-2 is only trained in English, while GTP-3 is trained in several languages, including 

Arabic. To build a GPT-2 model, we went through the two phases of the training process: pre-training 

and fine-tuning. In the pre-training phase, we used two publicly available corpora Khaleej-2004 [43] 

and Watan-2004 [44]. Khaleej-2004 is an MSA (Modern Standard Arabic) corpus collected from 

thousands of articles downloaded from Akhbar Al Khaleej, an online newspaper. The corpus contains 

5,690 documents, totaling more than 2 million words. Watan-2004 is another MSA corpus composed 

of nearly 20,000 documents containing more than 9 million words. To fine-tune our model, we used 

the Arabic poetry dataset3 that was scrapped completely from aldiwan website4. The Arabic poetry 

dataset has 55K poems for over 540 poets from 9 different eras. Table 5 summarizes the number of 

words and unique words for each dataset used in building our fine-tuned GPT-2 model. 

After collecting the data, we had to pre-train our model on Arabic corpora. We used the small versions 

of the pre- trained GPT-2 Tokenizer and Model from the Transformers Library (Hugging Face5). This 

Library provided us with the tokenizer structure needed as well as with pre-trained model weights. 

Rather than starting with a random network, we trained our GPT-2 model in Arabic with weights 

already trained in English. Next, we trained a BPE tokenizer on the Arabic corpus using the Tokenizers’ 

Library (Hugging Face), where we obtained a vocabulary of 50K tokens. Then, we used Google Colab 

to pre-train our GPT-2 model on the Khaleej-2004 and Watan-2004 corpora. The pre-training was 

executed on an NVIDIA Tesla T4 (16 GB) GPU for 25 epochs. The pre-training lasted about 32 hours. 

For the Arabic poem-generation task, we fine-trained our pre-trained model on poems from the Arabic 

poetry dataset. We used the same GPU (used in the pre-training stage) for 6 epochs to fine-tune our 

model. The fine- tuning lasted 12 hours. Table 6 shows the hyper-parameter values used in the pre-

training and the fine-tuning steps. 

 Table 6. Hyper-parameters used to build a GPT-2 
Table 5. Summary of the used datasets [19].        Arabic poem generator [19]. 

Dataset #Words #Unique Words 

Khaleej-2004 2.482K 122K 

Watan-2004 9.813K 291K 

Total pre-training 12.229K 413K 

Arabic poetry 6.933K 2.060K 

3 https://www.kaggle.com/ahmedabelal/arabic-poetry 
4 https://www.aldiwan.net 
5 https://huggingface.co/ 

Hyper-parameter Pre-training Fine-tuning 

Max. sequence length 1024 1024 

Batch size 24 24 

Learning rate 3e−5 3e−5 

# Epochs 25 6 

http://www.kaggle.com/ahmedabelal/arabic-poetry
http://www.aldiwan.net/
http://www.aldiwan.net/
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4.2 GPT-3 Based Models 

Since GPT-3 is pre-trained on a corpus containing Arabic language and we are not able to pre-train 

such a big model, we decided to fine-tune the GPT-3 models without the pre-training phase. Through 

GPT-3 API, OpenAI offers the possibility to build new models by fine-tuning GPT-3 models. We used 

the provided API to fine-tune GPT-3 on Arabic poems. OpenAI has publicly released four versions of 

GPT-3: Ada, Babbage, Curie and Davinci. The fastest model is Ada, while the most capable model is 

Davinci. For reasons of computation cost, we fine-tuned only two versions of GPT-3: Ada and Davinci 

models. We fine-tuned the Ada and Davinci models during 4 epochs on 5,223 poems and 114 poems 

from an Arabic poetry dataset, respectively. More precisely, we fine-tuned the Ada model on 10% of 

the data used to fine-tune GPT-2. For the Davinci model, we used 0.2% of the Arabic poetry dataset. 

This fine-tuning is considered as a few-shot fine-tuning, as claimed by GPT-3 authors [18]. Few-shot 

fine-tuning is a method of adapting a pre-trained model to a new task using a small amount of labeled 

data [18]. It involves updating the weights of the pre-trained model on the new task, poem-generation 

task in our case. This technique is often used when it is difficult or expensive to fine-tune the model 

on a big amount of data. In Table 7, we detail the hyper-parameter values used in this fine-tuning. 

Table 7. Proposed models’ fine-tuning configurations. 

Models Max. seq. len. Batch size Learning rate # Epochs # Poems Model size 

GPT-2 1024 24 3e−5 6 55,000 117M 

GPT-3 Ada 2048 64 0.1 4 5,223 2.7B 

GPT-3 Davinci 4000 64 0.1 4 114 175B 

5. EVALUATION

We evaluate fine-tuned GPT-2, GPT-3 Davinci, fine-tuned GPT-3 Ada and fine-tuned GPT-3 Davinci 

on the task of poem generation based on a set of two input verses. Each model is asked to generate the 

N following verses of the two verses given as input. To build the evaluation inputs, we randomly picked 

five Arabic poems not included in the fine-tuning dataset. From each poem, we extract two verses to 

be used as input. Table 8 displays the five Arabic verses used as evaluation inputs.  

Table 8. Arabic verses used as evaluation inputs. 

Input verses’ samples Input verses samples in English 

لى أأدبي وأأسمعت كلماتي من به صمم  أأنا الذي نظر الأعمى ا 

 ويسهرُ الخلقُ جراها ويختصم      أأنام ملء جفوني عن شواردها

I am the one whose verse is seen (even) by the blind 

     and whose words are heard (even) by the deaf 

I enjoy my sweet repose, not concerning myself with poetry, 

  whereas others burn the midnight oil, in endless literary disputes 

؟أأما للهوى نهي  عليك ولا أأمر     أأراك عصي الدمع ش يمتك الصبر

ولكن مثلي لا يذاع له سر       بلى أأنا مش تاق وعندي لوعة

I see you holding back the tears, your habit is patience 

     Does not love has on you a prohibition or an order? 

Yes, I miss with a burning desire, 

 but someone like me doesn’t spread secrets 

لا من له شرف   اس مكتوموالسر عند كرام الن   لا يكتم السر ا 

ضلت مفاتيحه والباب مردوم      السر عندي في بيت له غلق

No one keeps a secret except those with honor 

     and the secret by generous people is kept 

The secret to me is in a house that has a lock 

 its keys are lost and the door is buried 

لم تغلبيني ولكن زدتني كرما          قالت غلبتك يا هذا فقلت لها

 انهزما من عاد منتصرا  منها أأو      بعض المعارك في خسرانها شرف

She said I have beaten you, so I told her 

     you didn’t beat me, but you gave me more generousity 

To loose some battles is an honor 

 for both who returned as winners and those who were losers 

ما أأطيب اللقيا بلا ميعاد         في مدخل الحمراء كان لقاؤنا

 تتوالد الأبعاد من أأبعاد         عينان سوداوان في حجريها

At the entrance of Alhambra we have met 

     how delightful it is to meet without a rendezvous 

Two dark eyes: in their depths 

 distances give birth to distances 

For each input, each model is asked to generate the N following verses, with N taking the values of 2, 

4 and 6. The quality of the generated verses will be evaluated regarding the meaning and the rhyme of 

the verses fed as inputs.  
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To generate Arabic poems using GPT-3 Davinci, fine-tuned GPT-3 Ada and fine-tuned GPT-3 

Davinci, we use the OpenAI Beta Playground6. The Playground is a web-based application that allows 

users to quickly test the prompts and get familiar with how the API works. We use BLEU scores and 

human evaluation to evaluate the verses generated by each model. In the following, we introduce both 

evaluation methods. 

5.1 BLEU Scores 

BLEU (Bilingual Evaluation Understudy) scores [45] are commonly used in machine translation (MT) 

to compare reference and candidate texts. The BLEU-1, BLEU-2, BLEU-3 and BLEU-4 represent the 

number of unigrams, bigrams, trigrams and 4-grams, respectively. Each gram reflects the number of 

words selected from both texts and compared to one another. A BLEU score has a value ranging from 

0 to 1. In earlier studies, including [46][47][48], BLEU scores were also used to evaluate poem 

generation. A better generated poem usually achieves a higher BLEU score, as it shares more n-grams 

with the referenced poem. Therefore, we use BLEU scores to evaluate the verses generated by the fine-

tuned GPT-2, GPT-3 Davinci, fine-tuned GPT-3 Ada and fine-tuned GPT-3 Davinci models. For the 

poems generated by the four models in two, four and six verses, we calculated the BLEU-1, BLEU-2, 

BLEU-3 and BLEU-4 scores. We used test data from the Arabic poetry dataset containing 7,136 verses 

as a reference to compute these scores. 

5.2 Human Evaluation 

To evaluate the quality of generated poems, we performed a human evaluation following previous 

works [19], [46], [34]. We asked three human experts to judge 240 verses generated by fine-tuned 

GPT-2, GPT-3 Davinci, fine-tuned GPT-3 Ada and fine-tuned GPT-3 Davinci models. This evaluation 

is based on four criteria: Fluency, Coherence, Meaning and Poeticness. Fluency checks whether the 

generated poem is grammatically satisfactory. Coherence inspects whether the generated poem is 

thematically coherent. Meaning measures how meaningful the content of a generated poem is. 

Poeticness estimates the features of poetry in the generated poem. These four criteria are rated by the 

human evaluators on a scale ranging from 1 (worst) to 5 (best). 

Table 9. Inter-annotator agreement. 

Variable Krippendorff’s α 

Fluency 0.90 

Coherence 0.81 

Meaning 0.79 

Poeticness 0.85 

We employ Krippendorff’s α [49] Inter-Annotator Agreement (IAA) to estimate annotation reliability. 

Krippendorff’s α is predicated on the notion that predicted agreement is computed by looking at the 

total distribution of ratings, regardless of who issued them. Table 9 shows Krippendorff’s α calculated 

for each dimension. Table 9 indicates that the reliabilities ranged between 0.90 and 0.79, showing that 

the annotators’ judgments were consistent. 

6. EXPERIMENTS

We first evaluated our fine-tuned GPT-2 model against the state-of-the-art models for Arabic poem 

generation: Vanilla RNN, LSTM, GRU, RNN EncoderDecoder (with and without attention) and Bi-

GRU with hierarchical neural attention. Then, we evaluated our model against GPT-3 models: GPT-3 

Davinci, fine-tuned GPT-3 Davinci and fine-tuned GPT-3 Ada. The results are detailed and discussed 

in the following sub-sections. 

6.1 GPT-2 against State-of-the-art Models 

6.1.1 BLEU Scores 

We evaluate our fine-tuned GPT-2 results of BLEU scores in generating two verses against the work 

6 https://beta.openai.com/playground 
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of Talafha and Rekabdar in [34]-[35]. The fine-tuned GPT-2 model is better than other state-of-the-art 

models for BLEU-1, BLEU-2, BLEU-3 and BLEU-4, as shown in Table 10. 

We observe that all BLEU scores are low. Since there are multiple ways to compose a poem given two 

verses (see Appendix A), we believe it is rational to obtain low BLEU scores. This observation can be 

confirmed by the scores decreasing from BLEU-1 to BLEU-4. The probability of obtaining shared n-

grams between the generated poem and the reference poem (BLEU-n) decreases when the number of 

words (n) composing the n-grams increases. 

Table 10. BLEU comparison with Talafha and Rekabdar’s [34]-[35] work. 

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 

Vanilla RNN 0.0211 0.0199 0 0 

LSTM 0.1522 0.1124 0.0081 0.0013 

GRU 0.1512 0.1139 0.0084 0.0021 

RNN EncoderDecoder (without attention) 0.2513 0.1539 0.0740 0.0510 

RNN EncoderDecoder (with attention) 0.3010 0.2110 0.0911 0.0801 

Bi-GRU with hierarchical neural attention [34] 0.4122 0.3144 0.204 0.1092 

Phonetic CNN_sub-word embedding model [35] 0.5301 0.4010 0.3001 0.1500 

Fine-tuned GPT-2 0.8726 0.5572 0.3418 0.2001 

6.1.2 Human Evaluation 

We also compared the fine-tuned GPT-2 results of the human evaluation in generating two verses with 

the work of Talafha and Rekabdar [34]-[35]. Table 11 reports the results of this comparison. Results in 

Table 11 show that in terms of Poeticness and Fluency, the fine-tuned GPT-2 model outperforms the 

other models. In terms of Coherence and Meaning, the fine-tuned GPT-2 model obtains acceptable 

results compared to the other models. This can be explained by the fact that Talafha and Rekabdar’s 

work is focused on specific topics: love and religion. Contrasting our work, the covered topics are 

multiple and include most of the Arabic poetry topics. We also recall that in Talafha and Rekabdar’s 

work, each verse is generated from a keyword. In comparison, our model is only constrained by the 

verses in inputs. 

Table 11. Fine-tuned GPT-2 compared to the work of Talafha and Rekabdar [34]-[35]. 

Models Fluency Coherence Meaning Poeticness 

Vanilla RNN 0.1 0.8 0.7 0 

LSTM 0.3 0.9 0.8 0.1 

GRU 0.3 1.0 1.0 0.2 

RNN Encoder- Decoder (without attention) 2.0 1.5 2.4 0.3 

RNN Encoder- Decoder (with attention) 2.3 2.5 2.7 0.4 

Bi-GRU with hierarchical neural attention [34] 2.1 3.2 3.5 0.9 

Phonetic CNN_sub-word embedding model [35] 2.7 3.3 3.6 2.5 

Fine-tuned GPT-2 3.2 2.8 2.4 4.0 

6.2 GPT-2 against GPT-3 Models 

6.2.1 BLEU Scores 

Table 12 shows that the fine-tuned GPT-2 model outperformed the GPT-3 Davinci, the fine-tuned 

GPT-3 Ada and the fine-tuned GPT-3 Davinci models for BLEU scores in generating two, four and six 

Arabic poem verses. We think that fine-tuning on poem dataset forces the model to generate text closer 

to the poetic context. The fine-tuned GPT-3 Davinci model achieved better BLEU scores than the raw 

GPT-3 Davinci model. We also observe that GPT-3 Davinci obtains better BLEU scores than fine-

tuned GPT-3 Ada when generating 2 verses, while fine-tuned GPT-3 Ada performs better in 4- and 6-

verse generation. These observations show that a fine-tuned smaller model has a better generation 

performance than a non-fine-tuned larger model. 
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Table 12. The BLEU scores of different GPT models. 

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 

2-verse generation 

GPT-3 Davinci 0.6846 0.4066 0.2404 0.1375 

Fine-tuned GPT-2 0.8726 0.5572 0.3418 0.2001 

Fine-tuned GPT-3 Ada 0.6668 0.3903 0.2298 0.1310 

Fine-tuned GPT-3 Davinci 0.7075 0.4200 0.2515 0.1449 

4-verse generation 

GPT-3 Davinci 0.6548 0.3853 0.2272 0.1297 

Fine-tuned GPT-2 0.8456 0.5151 0.3064 0.1764 

Fine-tuned GPT-3 Ada 0.7103 0.4248 0.2532 0.1455 

Fine-tuned GPT-3 Davinci 0.7288 0.4374 0.2611 0.1502 

6-verse generation 

GPT-3 Davinci 0.5648 0.3278 0.1927 0.1095 

Fine-tuned GPT-2 0.8211 0.5123 0.3095 0.1796 

Fine-tuned GPT-3 Ada 0.7060 0.4188 0.2485 0.1424 

Fine-tuned GPT-3 Davinvi 0.7200 0.4336 0.2586 0.1486 

6.2.2 Human Evaluation 

Automatic evaluation metrics like BLEU scores are fast and cost-effective measurements of the quality 

of poem-generation models. However, as poetry is an art form subject of human appreciation, human 

judgment is the benchmark to assess the quality of the generated poems. The results of the human 

evaluation of GPT-2 and other GPT-3 models are listed in Table 13. 

Table 13. The results of human evaluation of different GPT models. 

  Models Fluency Coherence Meaning Poeticness 

2-verse generation 

GPT-3 Davinci 2.7 2.1 2.3 1.4 

Fine-tuned GPT-2 3.2 2.8 2.4 4.0 

Fine-tuned GPT-3 Ada 3.1 2.4 2.5 2.3 

Fine-tuned GPT-3 Davinci 4.0 2.5 3.0 2.5 

4-verse generation 

GPT-3 Davinci 2.9 2.4 2.4 1.7 

Fine-tuned GPT-2 3.0 2.1 2.3 3.5 

Fine-tuned GPT-3 Ada 3.0 2.2 2.2 2.4 

Fine-tuned GPT-3 Davinci 3.5 2.2 2.5 2.3 

6-verse generation 

GPT-3 Davinci 3.5 2.1 1.9 1.9 

Fine-tuned GPT-2 3.4 2.0 1.9 3.7 

Fine-tuned GPT-3 Ada 3.4 2.3 2.5 2.7 

Fine-tuned GPT-3 Davinci 3.6 2.4 2.6 2.1 

Results in Table 13 show that the fine-tuned GPT-2 scored higher on Poeticness than GPT-3 and fine-

tuned GPT-3 in generating two, four and six Arabic poem verses. Regarding Fluency, Coherence and 

Meaning, the four models performed similarly. We also notice from Table 13 that the two fine-tuned 

GPT-3 models get a better result in Poeticness than GPT-3 without fine-tuning when generating four 

and six verses. The GPT-3 Davinci (without fine-tuning) has the lowest score in Poeticness compared 

to the other models. On the other hand, the fine- tuned GPT-2 model performance degrades in 

Coherence and Meaning, but maintains good performance in terms of Fluency and Poeticness when 

generating more verses. Albeit, in the fine-tuned GPT-3 Davinci, we find that Poeticness decreases 

when generating more verses. 

Human-evaluation results show that fine-tuning GPT-3 Davinci model improved its Poeticness 
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capabilities, since it achieved better Poeticness scores than the raw GPT-3 Davinci model. We also 

observe that fine-tuning improved GPT-3 Davinci Meaning capabilities, maintaining similar Fluency 

and Meaning scores. In addition, the smallest model, fine-tuned GPT-2, obtained the best Poeticness 

scores in all runs. Human-evaluation observations agree with the findings of the automatic evaluation 

(BLEU scores). These observations show that the size of the model is less significant than fine-tuning 

in the case of automatic poem generation. 

Table 14 presents a sample of outputs generated by the four models given the same input. The two 

verses used as input belong to the Kamil meter (بحر الكامل). The usual form of this meter is as follows: 

| uu – u – | uu – u – | uu – u – | 

where "–" represents a long syllable, "u" a short syllable and "uu" one long or two short syllables. 

Table 14. Examples of verses generated by the different GPT models. 

Input 

Arabic verses English translation 
 في مدخل الحمراء كان لقاؤنا

ما أأطيب اللقيا بلا ميعاد       

عينان سوداوان في حجريهما

تتوالد الأبعاد من أأبعاد 

At the entrance of Alhambra we have met 

     how delightful it is to meet without a rendezvous 

Two dark eyes: in their depths 

 distances give birth to distances 

Outputs 

Model Arabic verses English translation 
Fine-tuned 

GPT-2 

 قد كان في البحر البهيم مسلهما

بالركب حين تكون للأوراد       

 يا ليل يا ليل انتبهوا على

ما كان في بغداد من أأعراس      

It was in the rough sea, a place 

     on the way, when you are for the source of water 

Oh night, oh night, pay attention to 

 what was in Baghdad weddings 

GPT-3 Davinci ليس مع فكرة الصداقة شيء غريب 

ما اطيب اللقيا بلا ميعاد       

 دايخة الحرب بين الأحزان والأغراب

ذا ما فتح الصدر         الحزن في الحرب ا 

There is nothing strange about the idea of friendship 

     how delightful it is to meet without a rendezvous 

The bitterness of the war between the sorrows and the strangers 

 sadness in war is when the chest is opened 

Fine-tuned 

GPT-3 Ada 

 أأطيبهم في حمراء حفاظان كما

وفي شرب بدران أأكثار حراد       

 في حمراء ريحانات تتوالد

 في حس نات حميانات تتوالد       

In Hamra, we have preserves because they are the best 

 and in Badran drinking more Harad 

In Hamra, Rihanat are born 

 In good deeds, fevers are born 

Fine-tuned 

GPT-3 Davinci 

خوانيأأحبابي وأأصدقائي وا  

أأشوفهم وأأنا أأسمع منهم 

أأصوات أأحبابي المنادية

وأأنا أأعيش في دار الحمراء 

My lovers, my friends and my brothers 

 I see them and I hear them 

The calling voices of my beloved 

 and I live in the Hamra house 

The example generated by the fine-tuned GPT-2 model (see Table 14) perfectly maintains the same 

meter of the input, while the other models do not maintain this meter. We notice that the fine-tuned 

GPT-3 Davinci model generated better rhyme than GPT-3 Davinci model. We also observe that except 

GPT-3 Davinci model, all the models generated love verses. This capability to generate the same 

thematic verses is enabled during the fine-tuning phase. Another remarkable fact is the reuse of the 

word "Hamra" ("الحمراء") by the two fine-tuned GPT-3 models. In free text generation, the model 

generates the next word based on the previous context (input text). In such a case, the model effort 

focuses on optimizing the meaning of the generated text. However, in the context of poem-generation, 

the model effort focuses on the rhyme, the thematic and the meaning of the previous context (input 

verses, in poetry). The fine-tuning phase is responsible for adapting the model to the underlying task. 

This is confirmed by the observations on the generated verses illustrated in Table 14. We observed that 

with fewer parameters and well defined fine-tuning, our fine-tuned GPT-2 model outperformed larger 

models with less fine-tuning in the task of Arabic poem generation. 

7. CONCLUSION

In this paper, we tackled an automatic Arabic poem-generation task. We competed for different deep 

neural network architectures to emphasize the significance of the model size and the fine-tuning phase 

in the case of Arabic poem generation. We showed in the state-of-the-art review that the Generative 



33

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 09, No. 01, March 2023. 

Pre-trained Transformer (GPT) architecture fits best for automatic poem generation. We presented and 

compared four models for automatic Arabic poem generation: fine-tuned GPT-2, raw GPT-3 Davinci, 

fine-tuned GPT-3 Ada and fine-tuned GPT-3 Davinci. We proposed to evaluate these four models on 

two, four and six verses of Arabic poem generation. We used BLEU scores and human evaluation to 

assess the quality of the poems generated by the four models. 

Experiments revealed that the poeticness capability strongly depends on the quality of fine-tuning 

phase, even for very large models. The fine-tuned GPT-2 model measured higher BLEU scores than 

all the GPT-3 models. The human evaluation shows that the smaller version of GPT-2 fine-tuned on 

Arabic poems outperforms the most capable version of GPT-3 Davinci in the quality of poem 

generation. Human evaluation also shows that Ada, the minor publicly available version of GPT-3 fine-

tuned on a small dataset, performs better than GPT-3 Davinci without fine-tuning in terms of 

Poeticness, which is the most critical criterion in poem generation. 

We conclude that the size of the model is less significant than fine-tuning in the case of automatic poem 

generation. Thereafter, researchers with limited computation resources should not be discouraged by 

the size of the latest models. A trade-off between the model size and its text generation performance is 

still possible through fine- tuning, which is less resource-intensive. Nevertheless, it must not be 

forgotten that other architectures exist. In future work, we plan to explore other deep neural network 

architectures to improve the quality of the generated Arabic poems. However, many challenges need 

to be addressed to achieve effectiveness. We also plan to focus on particular topics of Arabic poems to 

enhance the Coherence and the Meaning of the generated poems. 
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APPENDEX. MULTIPLE WAYS TO COMPOSE A POEM 

This Appendix accompanies our fine-tuned GPT-2 experiments in Section 6. It illustrates the various ways to compose a poem from a given 
input. More explicitly, as illustrated in Table 15, we feed the model two verses as input and ask the model to generate the two following 

verses. The generated verses should keep the rhyme scheme of the verses fed as input. Each output listed in Table 15 represents a different 

model run to generate the two following verses of the input listed in Table 15. 

Table 15. Examples of multiple Arabic verses generated given two verses. 

Arabic verses English translation 

Input 

آنبيني وبينك حُ               يا منزل الآيات و الفرقان رمة القرأ

واعصم به قلبي من الش يطان   اشرح به صدري لمعرفة الهدى

O revealer of verses and furqan       between me and you is the sanctity of Quran 

Open my chest with it to know the guidance       and protect my heart from the devil 

Outputs 

Output 1 يا ليت شعري قد بكى زمن الأسى  

والقلب في قلبي هوى الا نسان 

 أأيام كانت أأمّةٌ لكعبة شعرهم

آن    فأأراهما وهو الرّدى في أ

I wish my poetry had cried on the time of sorrow  

     and the heart in my heart is the love of the human 

The days when it was a nation for the Kaaba of they poetry    

  and he saw them and he was the one who was at the same time 

Output 2 مال القلب في بغداد ماوأأملأ ج  

ينجو من الأغصان والرضوان   

  واسلم هديت الشعر من خمر الهوى

يا من له ما أأنت في الا نسان    

And fill the beauty of heart in Baghdad 

     what survives of the branches and the Radwan 
And thanks I gave the poetry from the wine of love 

o you who have what you are in human

Output 3  يماني    يا س يدي هذا الذي أأحيا به  قلبي الذي أأهواه من ا 

نني  من بعد فقدك في ذرى الأزمان         ا ن كان ظني من سواك فا 

Sir, this is what I live by                                          my heart that I love from my faith 

If I think of anyone other than you, then I’m after losing you in the pinnacles of time 

 ملخص البحث:

ددددعر تحددددتاما  لث دددده الثىدددددر مدددد  ستددددا سام  ددددا الدددد  ا بددددتا   الدددد  م دددد     ددددا   مدددد   تعُددددتا ة ابددددر الداي

ددددددى  ا  مدددددا  القدددددتلغ ال،  مدددددر  لددددددا  ددددد  ا ال ا لتدددددت  دددددعر م ددددداج  م مدددددا  ل،ثحدددددا مى الأ ت مددددداتتكه ل،داي

م  مددددددج معال ددددددر ال، دددددداص العثتعتددددددرح  قددددددت  حددددددا العتمددددددت مدددددد  الثدددددداس ت  ال ا لتددددددت الأ ت مدددددداتتكه 

دددددعر  ددددد   ،ددددد  الداي دددددعر بامددددد  تا  عُدددددرُي الددددد اع،قل العمتدددددل  وج ر ا الق،تدددددل مددددد  ت،ددددد  الثحددددد   لةا ل،داي

 العربهح

ددددددرج ةت تددددددر اجمدددددد  ا غ مدددددد  امددددددا    ددددددعر  GPT-2   GPT-3 دددددده  دددددددا الثحددددددا  اىع  ل  لتددددددت الداي

العربدددددده ر ت ماتتكتددددددا ح  اددددددت تددددددلا امدددددد  تا  رلبعددددددر  مدددددد   ددددددد  ال امددددددا   مدددددد  تددددددلا تقتتم ددددددا  لتاددددددا  

دددددد ي  ا ،تددددددر امدددددد     ت  ددددددثق الددددددتااتل  GPT-2 بدددددددرما ح  اددددددت رلث ددددددِ ا ددددددا ف ال اقتددددددتل بي ى   ى  ي الضا

الأاددددددلا مدددددد  ستددددددا  GPT-3 امددددددا   الم دددددد  تمر   ةااددددددِ ا ددددددا ف امددددددا    ،دددددد  نتددددددر  مدددددد  ال

دددددل الثددددداس ت    ددددد  ا  دددددد  التالامدددددر  ددددده الأ لددددد  مددددد  بدددددت  ر بتددددداص   ، رمرح   ددددده سُدددددت   ي دددددا ي الدا

عر العربهح GPT-3الثحا ال ه  ظا ِ اما    ثق التااتل ل  لتت الداي  اص الضا

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

Text readability is one of the main research areas widely developed in several languages, but it is highly limited 

when dealing with the Arabic language. The main challenge in this area is to identify an optimal set of features 

that represent texts and allow us to evaluate their readability level. To address this challenge, we propose in this 

study various feature selection methods that can significantly retrieve the set of discriminating features 

representing Arabic texts. The second aim of this paper is to evaluate different sentence-embedding approaches 

(ArabicBert, AraBert and XLM-R) and compare their performances to those obtained using the selected 

linguistic features. We performed experiments with both SVM and Random Forest classifiers on two different 

corpora dedicated to learning Arabic as a foreign language (L2). The obtained results show that reducing the 

number of features improves the performance of the readability-prediction models by more than 25% and 16% 

for the two adopted corpora, respectively. In addition, the fine-tuned Arabic-BERT model performs better than 

the other sentence-embedding methods, but it provided less improvement than the feature-based models. 

Combining these methods with the most discriminating features produced the best performance. 

KEYWORDS 

Readability, Feature selection, Sentence embedding, Arabic language, Education. 

1. INTRODUCTION

Arabic is one of the most used languages in the world. It is used by more than 400 million people1 and 

is the official language of more than 20 countries. Arabic-language processing has attracted much 

more interest during this century. Many studies have focused on different aspects of Arabic-language 

processing, such as morphological analysis, resource construction, machine translation, sentiment 

analysis and readability assessment [1][2][3]. This last field of research (readability assessment), 

which is widely investigated in several other languages, represents an emerging field of research for 

Arabic. 

Readability refers to the ease with which a reader can understand a written text. It can be assessed 

using a supervised learning approach, which is one of the most successful branches of Machine 

Learning (ML). This consists of training a predictive model using a set of data samples that are 

represented by a number of linguistic features [4]. These vectors are labeled with their classes, which 

correspond in the case of readability to the difficulty level of the text. 

More recently, deep neural networks have been proposed to predict readability of texts in languages 

with large linguistic resources, such as English [5]. Although the model performance improves when 

the training corpora are enriched with additional data, this approach is not always adopted given that 

the readability annotation is time-consuming and has a high cost. An alternative approach to improve 

the prediction-model performance is to represent the text as embedded vectors using neural models. 

The latter learn semantics at the sequence level by considering all words in the document. 

On the other hand, despite the advantages of ML-classification models that use a variety of linguistic 

features motivated by the language, they still suffer from several challenges [6]. Indeed, the use of 

relevant features to represent a text represents a great challenge [7]. Researchers are currently 

interested in developing solutions that extract the most discriminating features from the vectors that 

1 https://www.internetworldstats.com/stats7.htm (last visited on 09/10/2022) 

mailto:berrichi.safae@gmail.com
mailto:berrichi.safae@gmail.com
https://www.internetworldstats.com/stats7.htm
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represent the original texts. Feature selection is one of the methods used to overcome such a problem. 

This method consists in selecting the relevant features and eliminating the irrelevant or redundant ones 

[8]. Representing a text with the most discriminating features can improve the performance by 

increasing the generalization ability and the classification accuracy. 

The contributions of this research can be summarized as follows. First, we identify subsets of the most 

relevant linguistic features used in Arabic text-readability measurement. Thus, we examine different 

feature-selection methods, individually and in combination, to determine their impacts on readability 

prediction models and to identify the optimal feature vector that achieves good performance. A second 

contribution aims to evaluate various sentence-embedding approaches, such as AabicBert, AraBERT 

and XLM-R. So, we first develop a readability-measurement model based entirely on one of these 

embedding approaches. Then, we develop a model that combines these embedded vector 

representations with different linguistic feature sets selected and judged relevant in this study. 

To validate whether the obtained conclusions are independent of the used corpus, we evaluated our 

first experiments on two corpora. The first one, composed of 321 texts, was collected from the 

Aljazeera- Learning website2 for learning Arabic and the second, consisting of 278 texts, was collected 

from the GLOSS platform3 whose texts were developed by the Defense Language Institute Foreign 

Language Center4 considered to be one of the top foreign language schools. 

The remainder of this paper is structured as follows. Section 2 provides the general background related 

to readability-measurement techniques and feature-selection methods. Section 3 describes the basic 

concepts of feature selection and the most popular associated techniques adopted in this work. In the 

same section, the dataset used in this study, as well as the initial feature vector, are described. Section 

4 presents the feature-selection results based on an ML approach, while deep-learning-based results 

are represented in Section 5. The last section is devoted to the conclusion and some thoughts on future 

work. 

2. RELATED WORK

In the field of text-readability classification, many features have been used. However, few works have 

focused on identifying relevant features representing a document. In this section, we review recent 

work on measuring the readability of Arabic foreign language (L2) texts that focuses on linguistic 

features, as well as those that instead of linguistic features use the raw embedding of the input text. We 

also review studies related to techniques for selecting the most discriminating features. 

2.1 Readability Assessment Early Approaches 

In 2014, Forsyth described in his thesis [9] a system that consists of automatically predicting the 

readability of Modern Standard Arabic (MSA). The study is based on a corpus retrieved from the 

GLOSS platform and consisting of 179 texts. He incorporated lexical and morphological features in 

the model-generation process. In total, he generated a high-dimensional vector containing 162 

features. Based on a cross-validation, he reported a maximum F-score value of 0.78 for three classes 

(easy, medium and difficult). In the same year, the authors of [10] described a study to evaluate 

whether a given text is suitable for an MSA learner as L2 using their own corpus. They focused on the 

vocabulary content of learners’ programs and texts, as well as other word-related features. The model 

achieved an accuracy of about 60%. This study adopted a vector that was significantly less 

voluminous than Forsyth’s (10 features). 

Saddiki et al. conducted a study in 2015 [11] in which they evaluated the usefulness of lexical and 

morphological features for predicting readability. They gathered a corpus from the GLOSS platform 

consisting of 251 texts and compiled 35 low-complexity features in order to establish a baseline for 

future research on readability assessment. Their findings suggest that a small set of easily calculable 

features might be indicative of the reading level of a text. They reported a maximum accuracy of 

73.31% and a maximum F-score of 0.73. Their F-score value is close to the value obtained by Forsyth 

(0.78) using only 35 features instead of the 165 features used by Forsyth. 

2 https://learning.aljazeera.net/en (last visited 09/10/2022) 
3 https://gloss.dliflc.edu/ (last visited 09/10/2022) 
4 https://www.dliflc.edu/ (last visited 09/10/2022) 

https://learning.aljazeera.net/en
https://gloss.dliflc.edu/
https://www.dliflc.edu/
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The same authors conducted a study in 2018 [12] in which they used 146 features based on a GLOSS 

corpus composed of 576 MSA texts. Their best results reached 72.4% and 0.61 in terms of accuracy 

and F-score, respectively. These performances are lower than those obtained by the two previous 

works [9], [11]. In the same period, Nassiri et al. presented a study [13] in which they gathered a 

GLOSS corpus comprising 230 texts. They introduced a set of 170 features to represent a text. They 

reported an F-score of 0.9 when testing on the training data. This study suffers from a lack of 

generality, since the authors report results obtained by testing on the training data. Thus, these results 

are not comparable to the performances of the previously mentioned studies that reported evaluation 

results based on the use of conventional training and testing corpora practices. Finally, in 2021, Nassiri 

et al. presented a study [3] in order to identify a smaller set of features that could provide good 

readability-prediction accuracy. They eliminated features having low predictive weights, to end up 

with 76 relevant features and obtain an accuracy score of 86.15% on the test data. 

Concerning the evaluation of readability in other fields besides education, we have some works on 

health texts’ readability. In 2018, Al-Aqeel et al. [31] presented a study to assess the readability of 

written medicine information in terms of both vocabulary use and sentence structure. They assessed 

readability according to three difficulty levels (easy, intermediate and difficult) for 4,476 sentences. 

Looking to assess the quality and readability of the Arabic health information about COVID-19, in 

2021, Halboub et al. [32] evaluated a set of websites. They concluded that practically all of the Arabic 

health information available on COVID-19 is not easily readable and understood by the general 

Arabic-speaking population. In 2022, Jasem et al. [33] conducted a study with the goal of evaluating 

Arab websites dedicated to breast cancer and recommended ways of improving engagement and 

access to health information. The results led them to conclude that, in general, the readability scores 

indicate that the websites are above the recommended reading level. 

Most of these health-data dedicated studies are using traditional readability formulae (calculating 

reading scores) to evaluate the difficulty levels instead of machine-learning approaches and this is due 

to the limitation of unavailability of annotated data in this field to train supervised models. 

2.2 Deep-learning-based Readability Assessment 

In most state-of-the-art studies, researchers continue to opt for statistical ML techniques. These 

approaches are the most appropriate ones given the lack of large annotated corpora for readability and 

since large amounts of data are generally required to successfully use deep-learning architectures that 

use text embedding as input. As a result, studies based on these techniques are scarce for Arabic. In 

this sub-section, we will review some recently published works based on these new techniques. 

In languages for which large amounts of data exist, readability-prediction techniques based on deep- 

learning models are emerging, unlike other languages such as Arabic, focusing on the English 

language, Deutsch et al. [5].  More recently, Lee et al. reported a study [15] based on the same concept 

of augmented deep-learning by combining linguistic features with transformers. They reported results 

supporting the hypothesis that the use of hand-crafted features improves the performance of deep- 

learning models on smaller datasets. 

Concerning the Arabic language, the works are even scarcer. In 2021, Khallaf et al. [16] presented an 

approach to predict the difficulty of MSA sentences. They compared the performance of different 

types of sentence embedding (fastText, mBERT, XLM-R and Arabic-BERT) and compared them to 

traditional linguistic features, such as PoS tags, dependency trees, readability scores and frequency 

lists for language learners. Their best results were obtained using Arabic-BERT. They reported 

results with macro-averaged F-1 of about 0.80 and 0.75 for the Arabic-Bert and XLM-R readability 

classification, respectively. 

2.3 Feature Selection 

The complexity of natural languages calls for textual feature vectors with high dimensionality. The 

latter makes the classification process considerably difficult [17] and is therefore considered one of the 

main challenges in this field. 

Feature selection has been addressed in many studies. The objective of these studies is to improve the 

performance of the models and to provide faster and less complex models. This is performed by 

selecting subsets of features from high-dimensionality feature sets. The authors in [18] examined the 
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effect of some feature-selection methods; namely, Information Gain [19], Correlation [20], SVM 

selection, Gini index and Chi-Square [21] and their combinations on the performance of the SVM 

classifier for sentiment analysis in dialectal Arabic. The results of this study show that the SVM 

classifier achieved the best performance when the SVM selection method was used. On the other hand, 

the SVM classifier performed better when the two methods “correlation and SVM selection” were 

combined consecutively. 

Similarly, Elhassan et al. [22] studied the impact of using the Information Gain and the Chi-Square 

selection techniques on the performance of Arabic-text classification models based on the Naïve Bayes 

and the SVM classifiers. The tests performed showed that both feature-selection techniques improve 

the performance of the models and that the Information Gain technique produces the best results. 

A comparative study between some feature selection methods adopted to categorize Arabic texts was 

reported by [23]. In addition, an adjustment was carried out to the feature-selection approaches by 

grouping the selected methods (Term Frequency Inverse Document Frequency “TF-IDF”, Chi-Square 

and Information Gain). Furthermore, a new method was proposed to select the most appropriate 

features. This method is based on semantic fusion and multiple words (SF-MW) to construct the 

features. The combination of the adopted feature-selection methods yields better results than the 

individually selected methods. Thus, the proposed SF-MW feature-selection method is promising, 

because it reduces features and achieves a better classification accuracy. 

Based on the review of many previous studies related to readability prediction of Arabic texts (sub-

section 2.2), we notice that most of these studies have focused on the evaluation of different classifiers 

on MSA texts, using a determined set of features. The relevance of the features that compose the 

readability-prediction vectors in Arabic has been addressed, to our knowledge, only recently [3], [16]. 

Table 1 summarizes the set of Arabic readability-assessment studies that we have reviewed in this sub-

section. The summary contains the distribution of the features categories (discussed in sub-section 3.3) 

in each study, the feature-selection method adopted (if it exists) and the used classifier(s). From these 

sets, we have chosen 70 features that we can implement based on the available tools and resources. 

Table 1. Arabic readability-assessment studies. 

Study Features RTF MF PDF FLF PBF Selection method Classifier 

(Forsyth, 

2014) [9] 

162 ✓ ✓ ✓ ✓ ✓ – TiMBL [34] 

(Cavalli-Sforza 

et al., 2014)[10] 

10 ✓ ✓ ✓ – K-means 

(Saddiki  et  al., 

2015) [11] 

35 ✓ ✓ ✓ ✓ – Random Forest, 

SVM,...etc. 

(Nassiri   et   al., 

2017) [13] 

170 ✓ ✓ ✓ ✓ ✓ – Random Forest, 

SVM,...etc. 

(Saddiki  et  al., 

2018) [12] 

146 ✓ ✓ ✓ ✓ ✓ – Random Forest, 

SVM,...etc. 

(Nassiri  et  al., 

2021) [3] 

76 ✓ ✓ ✓ ✓ ✓ Correlation Random Forest, 

SVM,...etc. 

(Khallaf  et  al., 

2021) [16] 

5 ✓ ✓ Recursive Feature 

Elimination 

Random Forest, 

SVM,...etc. 

3. METHODS AND TOOLS

In this section, we will present the methods that we have adopted to address the problem of the 

suitability of the linguistic features used to assess the difficulty of a text and the impact of using 

sentence embedding with/without incorporating these features. We will also present the algorithms 

used to build the readability-prediction models and the used evaluation metrics. The data we have used 

in this study is also described in this section. 

3.1 Relevant Feature-selection Methods 

To overcome the problem of the usefulness of feature vectors used as input in a classification task, it is 
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usually recommended to use specific methods. This leads to enhanced training performance in some 

instances. These methods are usually divided into feature-extraction methods and feature-selection 

methods. The main distinction between these two categories is that feature-extraction methods 

combine the original features to generate new feature sets, while future-selection methods extract 

feature subsets from the original one. In this study, we will focus on the second category which is 

based on feature-selection methods. These methods are generally divided into three sub-categories: 

filter, embedded and wrapper methods. As illustrated in Figure 1, these methods select a subset of 

features in different manners. 

Figure 1. Process of feature-selection methods. 

Given the wide range of existing feature-selection methods, choosing the best method for a given 

problem is a challenge. Furthermore, using these three different variations in feature selection allows 

us to take advantage of each algorithm that has a particular property and identify the method that 

captures the most discriminating features. In the following, we describe some reference methods that 

have shown successful performance and that we adopted in this study: 

1) Filter methods: these methods are fast, scalable, computationally simple and independent of the

classifier. They allow to ignore the dependencies between the feature selection and the 

classification algorithm. Among these methods, we cite: 

a) Information Gain (IG): a univariate filter that calculates the mutual information for

each attribute and each class. Each feature will be ranked according to its information-

gain value. Basically, the higher is the value, the more informative the feature is.

b) Chi-square: a statistical technique used to determine whether there is a significant

dependence between two categorical variables. The Chi-square test of independence

attempts to determine which of the null hypothesis (independent variables) and the

alternative hypothesis (dependent variables) is valid.

2) Wrapper methods: these methods require a training step to perform the feature selection.

Although these methods are more expensive than filter methods due to their interactions with 

the classifier, they tend to perform better. The common wrapper method used in this study is 

based on recursive feature elimination for support vector machines (SVM-RFE) [24]. This 

method uses the weights of the SVM as a ranking criterion. The concept of SVM-RFE 

consists of training an SVM classifier in an iterative process and then exploiting the weights 

in the SVM solution to select some features and eliminate others. 

3) Embedded methods: the concept of this last category is based on a combination of filter and

wrapper methods. They use classification algorithms with an integrated feature-selection

capability. They are less expensive in terms of computation than wrapper methods. Among

these methods, the inherent features of the SVM (IF-SVM) and Random Forest (IF-RF)

algorithms are adopted in this study.

3.2 Classification   Algorithms 

The Random Forest (RF) algorithm comprises a set of individual decision trees, each one trained on a 
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random subset of the training data. For a classification problem, the final prediction of RF is 

determined by a majority vote of the trees. By applying this method, RF reduces the problem of 

overfitting while maintaining good performance. In addition, it facilitates the interpretation of the 

results, since the features influencing the predictions can be identified and ranked according to their 

importance. 

The SVM is a classification algorithm based on the statistical-learning theory [25]. It can be used for 

both linearly separable and non-linearly separable data. It uses a kernel function to project the input 

data into a high-dimensional space and subsequently determine a weight vector that represents the 

normal hyperplane for performing binary classification with minimal error rate. The kernels used in 

SVMs can be linear or non-linear. Non-linear kernels use the polynomial function or the radial basis 

function (RBF). To the best of our knowledge, the research community generally uses linear kernels to 

select features by SVMs. 

Given the wide use of SVM and RF classifiers in Natural Language Processing (NLP) applications, 

especially in readability measurement, we adopted them to test the effectiveness of our proposed 

approaches. Similarly, since SVM feature selection relies on the linear kernel (IF-SVM), we chose to 

evaluate our models using the same kernel. 

3.3 Data and Feature Description 

In this study, we used MSA educational corpora intended for learning Arabic as L2. The texts of the 

latter are labeled with difficulty levels by experts using the ILR scale [26]. The three levels that we 

used can be interpreted as follows: easy (level 1 and level 1+), medium (level 2) and difficult (level 2+ 

and level 3). These texts are freely available in two different platforms, from which we have collected 

two corpora as follows: 

1) GLOSS-Reading (GR): a corpus collected from the GLOSS platform which offers thousands

of lessons, for independent learners, in dozens of languages, including Arabic. We collected

278 MSA texts annotated according to the three levels of difficulty described above. This

corpus comprises a total of 4,666 sentences and 95,469 tokens.

2) Aljazeera-Learning (AL): Aljazeera website for learning the Arabic language also presents

educational texts. We have collected from this site 321 texts annotated according to the three

levels of difficulty. This last corpus contains 2,442 sentences and 49,345 tokens.

Tables 2 and 3 present in detail the statistics of these corpora according to the three levels of difficulty. 

Table 2. Statistics of GLOSS-Reading corpus. 

Level Texts Sentences Tokens Average Sentence Length 

Easy 66 1,237 11,462 9.26 

Medium 95 1,406 33,264 23.65 

Difficult 117 2,023 50,770 25.09 

Total 278 4,666 95,469 20.46 

Table 3. Statistics of Aljazeera-Learning corpus. 

Level Texts Sentences Tokens Average Sentence Length 

Easy 232 1,277 20,840 16.31 

Medium 54 378 7,646 20.22 

Difficult 35 787 19,859 25.23 

Total 321 2,442 49,345 20.20 

When analyzing these two tables, we can notice that the used corpora suffer from an imbalance of 

data, especially for Aljazeera-Learning corpus. Regarding the average sentence length, calculated in 

terms of the number of sentences divided by the number of words, we conclude that it is a very 

important indicator, since it increases from one level to another for the two corpora. 

Textual features associated with the degree of readability can be simple attributes, such as text length 
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or average word length; or more complex attributes, such as those related to grammatical categories. 

The list of features that we used in this study is inspired from [3]. The authors of this work started with 

170 features and found that some ratio features that are combinations of other existing features and 

some features that have the same value for all the texts are not discriminating for the readability 

prediction task; so they reduced the set from 170 to 76. So, we recompiled many of these features 

based on the PoS (Part of Speech) tags of the MADAMIRA analyzer [27]. In total, we have used a set 

of 70 features. This feature set was organized along two dimensions depending on the depth of 

processing required to extract them: 

1) Raw Text Features (RTF): many formulae using raw- text features have been adopted

and successfully adapted in English and other languages. Their popularity is due to their 

simplicity to compute and understand. In this category, we have chosen three features; the 

number of sentences, the number of words and the number of characters in a text. 

2) Features extracted after morphological analysis: since readability is strongly influenced by

vocabulary and word-level information, providing lexical and morpho-syntactic information at

the word level can improve predictions. Features related to this different morpho-syntactic

information are grouped into a set of sub-categories:

a) Morphological Features (MFs): these represent a sub-category composed of 5 features

based on the distribution of vocabulary in a text. These five features are: the number

of lemmas in the text, the number of stems, the number of frequent lemmas (lemmas

that appear more than once in a text), the number of ambiguous lemmas (lemmas that

have two different PoS tags in the same text) and the number of closed-class tokens5.

b) PoS Dispersion Features (PDFs): these from a sub-category composed of 15 features

extracted from PoS tags which examines the presence of different grammatical

categories in the text (e.g. the number of verbs and the number of nouns).

c) Frequent Lemmas’ Features (FLFs): this subcategory is composed of 10 features

computed on the basis of the frequency dictionary (a dictionary containing the list of

the 5,000 most frequent lemmas in the Arabic language with their morphological

information); for example, the average dispersion of frequent lemmas or the average

rank of frequent lemmas. For this sub-category, a lemma is considered frequent if it

appears in the frequency dictionary.

d) PoS Based Frequency Features (PBFs): this is the largest sub-category in this study,

comprising a total of 37 features. It represents the ratio of individual frequent

grammatical categories (which appear in the frequency dictionary) to words in the

text; for example, the average rank of frequent nouns and the maximum rank of frequent

verbs.

3.4 Adopted Process 

Figure 2 describes the approach implemented in this study. The process is performed in several steps. 

First, we represent each input text by a vector of 70 features. Given the importance of using the most 

discriminating features, we first applied the IG, Chi-square, IF-RF, IF-SVM and SVM-RFE feature-

selection methods on the original vectors (based on the 70 first features). Then, we analyzed and 

compared the different feature sets obtained and subsequently we selected the most discriminating 

ones in the field of Arabic text-readability prediction. The models obtained using the five feature-

selection methods and those obtained using the different combinations were evaluated based on the 

SVM and RF classifiers. Finally, we evaluated the impact of sentence embedding on the performance 

of readability predictions and we combined them with the best linguistic features obtained in the ML-

based experiments. 

3.5 Evaluation Measures 

The performance of our models was evaluated based on the calculation of accuracy and F-score. 

5 a closed-class token is a token that belong to a grammatical category having a finite list such as prepositions 
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These measures are calculated based on the following formulae: 

Figure 2. Adopted process for feature extraction. 

where Precisioni and Recalli represent, respectively, the precision and the recall of the class Ci and n 

represents the number of classes. 

4. STATISTICAL ML-BASED EXPERIMENTS

4.1 Feature Selection Based on the AL Corpus 

The goal of this paper is to select the most relevant features needed to predict the readability of an 

Arabic text. For this purpose, we conducted a set of experiments to examine the impact of the feature-

selection methods discussed in Section 3 on the readability measurement of Arabic texts on the AL 

corpus. This methods rank the 70 features that we adopted in this study by their relevance degree. We 

compared the results of the selected features for each selection method with those obtained by the 

original “BaseLine" classification model (obtained using all the 70 features). Based on several 

experiments, we found that the best performances of all the selection methods are generally obtained 

with the 20 most informative features. The subset selected for each selection method is therefore made 

of the 20 most discriminating features. The parameters use in each selection method are those 
used by default in the scikit-learn library6. For RFE, we used the supervised learning SVM 

6 https://scikit-learn.org/stable/modules/feature_selection.html 
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estimator with kernel type and a 10-value regularization. To select the discriminative features by the 

RF machine-learning model that were trained and tested in both RF and SVM (IF-RF and IF-SVM), 

we kept the same parameters as those used in scikit-learn (the number of trees in the forest is 100 with 

a gini criterion and max_features to be taken into account when searching for the best split being sqrt). 

In the IG method, sklearn.feature_selection.mutual_info_classif was used with the default parameters 

and finally Chi-square sklearn.feature_selection.chi2 was used in the Chi-square method. All of these 

parameters are also retained in the classifiers and the remainder of the experiments to prevent the 

impact of the model parameters on the selection. 

In the remainder of this experiment, we will evaluate the performance of each selected feature set. 

Thus, we adopted a random distribution of the AL corpus into 80% for training and the remaining 20% 

for testing. This distribution is adopted instead of 10-cross validation in order to evaluate the feature 

performances on the same data sets and this prevents the influence of data distribution on the results. 

In order to maintain the proportions of the three difficulty levels, we applied stratified sampling. The 

experiments were performed with both RF and SVM classifiers. 

Table 4. Test results of the different feature sets on the AL corpus. 

Model SVM Classifier RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.46% 63.54% 86.53% 79.17% 

IG 88.46% 83.21% 86.53% 81.49% 

Chi-square 73.07% 63.68% 84.61% 70.15% 

SVM-RFE 90.38 % 86.77% 86.53% 83.24% 

IF-RF 76.92% 72.51% 88.46% 83.21% 

IF-SVM 84.61% 79.91% 86.53% 81.49% 

Table 4 presents the accuracy and F-score of the “BaseLine” model and those of the models 

obtained using the most discriminating features selected by each of the five selection methods (IG, 

Chi-square, SVM-RFE, IF-RF and IF-SVM). 

The results clearly show the relevance of using feature-selection methods in the readability prediction 

of Arabic texts. Indeed, except for the Chi-square method applied with the RF classifier, all the other 

methods perform better than the “BaseLine” model independently of the classifier used. Moreover, the 

selection method based on SVM-RFE reported the best results, since it improved the F-score by more 

than 23% for the SVM classifier and by more than 4% for the RF classifier. The IG and IF-RF 

methods reported the second best results using the SVM and the RF classifiers, respectively. 

Concerning the embedded feature-selection methods IF-SVM and IF-RF, we notice that when these 

methods are embedded in their classification algorithm (IF-SVM with SVM and IF-RF with RF), the 

results are better compared to embedding them in another classification algorithm (e.g. IF-RF with 

SVM). We will exclude, in the rest of this paper, the Chi-square selection method that reported with 

RF classifier results lower than those reported by the “BaseLine” model. 

The four subsets, each one comprising 20 features, generated by the four remaining feature-selection 

methods (IG, SVM-RFE, IF-RF and IF-SVM) are not identical. We thus analyzed these subsets to 

identify the most discriminating features. We initially find that only 39 of the 70 features used in the 

“BaseLine” model appear in these subsets. So, all the selection methods used in this study agreed that 

the remaining 31 features are irrelevant in the readability-prediction process. Moreover, only 24 

features among the 39 are selected by at least two of the four selection methods. The complete list of 

these 24 features, in addition to three other features that we will discuss later, is presented in the 

appendix. We also note that all the five feature categories cited in sub-section 3.3 are present in the 

selected subsets. The dominant category is PBF with nine features, followed by PDF with eight 

features, as shown in the appendix. 

On the other hand, we observe a strong presence of some features, since they appear in at least three of 

the four subsets. For this reason, we generated combinations of these feature subsets to determine the 

most informative ones. Table 5 presents the new subsets of features that result from these 

combinations. 
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Table 5. New feature subsets obtained on the AL corpus. 

Sub-set Reference Features 

Features that appear in at least one of the subsets F∪4methods 39 

Features common to all four subsets F∩4methods 6 

Features that appear in at least three subsets F∩3methods 12 

Features that appear in at least two subsets F∩2methods 24 

Union of the top five features from each subset F∪5best 12 

The six features common to all methods, represented by the F∩4methods model, are illustrated in 

Table 6. Among the six common features, we have the number of lemmas which represents the size of 

the vocabulary and constitutes a feature strongly related to the difficulty of the text. Indeed, the more 

important is the vocabulary, the higher the difficulty of the text is. For the other features (numbers of 

nouns, properNoun and Noun/Open class token), we notice that much of the meaning of a text is in 

their nominal content. 

Table 6. Common features between the four selection methods. 

Features Meaning 

Lemma Count The number of lemmas in a text 

Noun Count The number of nouns in a text 

Adverb Count The number of adverbs in a text 

PropNoun Count The number of proper nouns in a text 

ClosedClassTokensCount The number of closed class words in a text 

Noun / Open Class Token The ratio between nouns and the open class words in a text 

After implementing these combinations between subsets of features (Table 5), we measured their 

impact on the readability prediction using the AL corpus. The performance of the models obtained 

using these subsets is compared with that of the initial “BaseLine” model, as well as with that of the 

SVM-RFE model, which is based on 20 features and produced the best results in the previous 

experiments. The test results are outlined in Table 7. 

Table 7. Results of the different classification models on the AL corpus. 

Model SVM Classifier 
Features 

RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.46% 63.54% 70 86.53% 79.17% 

SVM-RFE 90.38% 86.77% 20 86.53% 83.24% 

F∪4methods 71.15% 64.09% 39 90.38% 86.77% 

F∩4methods 88.46% 83.21% 6 84.61% 79.91% 

F∩3methods 90.38% 86.77% 12 86.53% 84.93% 

F∩2methods 82.69% 78.45% 24 86.53% 81.49% 

F∪5best 92.30% 88.80% 12 88.46% 84.93% 

The results of this second experiment show that some combinations between the subsets obtained by 

the four feature-selection methods lead to better performance regardless of the classifier used. Indeed, 

the SVM classifier applied with the 12 most relevant features of the F∪5best subset outperforms the 

SVM- RFE model that uses 20 features by about 2% in terms of F-score. Thus, this leads us to 

suggest that these features are an indispensable benchmark for predicting readability (for details, see 

the feature set in the appendix). Similarly, for the RF classifier, the F∪5best model performed better 

than the SVM-RFE model. However, the best performance was recorded by the F∪4methods model, 

which combines all the features of the four selection methods. 

4.2 Feature Selection Based on the GR Corpus 

In order to determine whether the conclusions of the previous section remain valid regardless of the 
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corpus used, we examined the performance of the classification models on the GR corpus. The 

clustering of selected features generated the sets reported in Table 8. 

From the selection results on this second corpus, we notice that 47 features from the initial 70 

features were selected, unlike AL which only selected 39 features. The selection methods, based on 

the two corpora, agreed on a subset composed of 29 features. The 24 features that we mentioned in 

the appendix appear in this last subset obtained (composed of the 29 features). 

Table 8. Number of features for the different combinations of the GR corpus. 

Sub-set Reference Features 

Features that appear in at least one of the subsets F∪4methods 47 

Features common to all four subsets F∩4methods 3 

Features that appear in at least three subsets F∩3methods 10 

Features that appear in at least two subsets F∩2methods 20 

Union of the top five features from each subset F∪5best 12 

The performance of the readability-prediction models obtained using the new selected feature sets is 

reported in Table 9.  

Table 9. Results of the different classification models on GR. 

Model SVM Classifier RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.63% 63.27% 65.90% 66.27% 

F∪4method

s

52.27% 49.91% 79.54% 79.19% 

F∩4method

s

59.09% 59.49% 65.90% 63.99% 

F∩3method

s

50.0% 49.38% 72.72% 71.74% 

F∩2method

s

52.27% 51.49% 77.27% 76.58% 

F∪5best 63.63% 65.91% 84.09% 83.11% 

Except for the F∩4methods model that contains only three features, the RF classifier applied to the 

other models provided better performance than the “BaseLine” model. Moreover, the F∪5best 

model achieves the best performance outperforming the “BaseLine” model by about 16% and this 

confirms the results reported on the AL corpus. Regarding the SVM classifier, we notice that the 

same model (F∪5best) also improved the performance by about 2%, while the other selection 

models recorded a degradation compared to the “BaseLine” model. 

Table 10 presents a list of the most discriminating features obtained by the F∪5best method, 

which provided the best performance. This list contains a total of 16 features with their meanings, 

which were identified by this method using the two corpora (AL/GR). 

Table 10. List of features identified by F∪5best method using GR and AL corpora. 

Feature Description 

Lemmas Count Number of lemmas (without redundancy) 

Closed Class Tokens 

Count 
Number of tokens having a PoS tag belonging to a finite grammatical 
category (such as pronouns) 

Nouns Count Number of nouns 

Tokens Count Number of tokens 

FreqLemmas Count Number of frequent lemmas (lemma that appear more than once in the 
text) AdjOpenClassTokens 

Ratio 
The number of adjectives / the number of open class tokens (an open
class token is a token that belongs to illimited grammatical category, 
such us nouns and verbs) 

SL1 Number of sentences 

Adverb Count Number of adverbs 
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Stems Count Number of stems 

Preposition to Token 

Ratio

Number of prepositions / number of tokens 

Chars Count Number of characters 

AMb1 Number of ambiguous lemmas (lemmas having two or more different 
PoS tags in the same text) 

Noun Open Class 

Tokens Ratio

Number of nouns / number of open class tokens 

Median Dispersion of 

Frequent Types 
Frequent types are lemmas that appear in the frequency dictionary, 
having each one a dispersion value in the Arabic dictionary. This feature 
consists in calculating the means of all the retrieved values for all the 
lemmas composing a text. 

Range of ranks of 

frequent adjectives 
Frequent adjectives are ranked in the frequency dictionary; we calculate 
the range of all the ranks of a text adjectives. 

The maximum rank of 

frequent nouns 
For this feature, we get the ranks for all the frequent nouns (appearing 
in the frequency dictionary) and we get the maximum value. This means 
that we are getting the position of the most frequent noun in a text in 
the Arabic language represented by the frequency dictionary. 

When analyzing the subsets of features obtained from the two corpora, we found differences in the 

selected features. This leads us to test a new subset C∪ obtained by grouping the features 

identified by the two corpora. The objective of this new combination is to identify the essential 

features affecting readability regardless the nature of the corpus used. Thus, if we note FC1/MC2, 

the model using the C1 corpus to select the features and the C2 corpus to build the classification 

model (training and testing phases), we performed several experiments by choosing C1 and C2 

among the AL and the GR corpora. We report in Table 11 the results of the best performing 

models only, hence the differences observed (last column) between the subsets of features adopted 

for the different methods. 

Table 11. Results of the selected models by AL and GR. 

SVM Classifier 

Experiment Accuracy F-score Model 

FAL/MAL 92.30% 88.80% F∪5best (12 features) 

FGR /MAL 88.46% 84.93% F∩4methods (10 features) 

CU/MAL 90.38% 88.03% F∩3methods (16 features) 

FAL/MGR 68.18 % 69.72% F∩4methods (6 features) 

FGR/MGR 63.63% 65.91% F∪5best (12 features) 

CU/MGR 63.63% 65.17% F∩4methods (7 features) 

RF Classifier 

Experiment Accuracy F-score Model 

FAL/MAL 90.38% 86.77% F∪4methods (39 features) 

FGR /MAL 90.38% 86.77% F∩4methods (3 features) 

CU/MAL 88.46% 84.93% F∩3methods (16 features) 

FAL/MGR 79.54 % 78.99% F∪4methods (39 features) 

FGR/MGR 84.09% 83.11% F∪5best (12 features) 

CU/MGR 79.54% 79.19% F∪5best (12 features) 

We observe that, for the SVM classifier, the best performance was reported by the FAL/MAL model 

built from the AL corpus and based on the features selected in this same corpus. Indeed, the 

substitution of these features by those selected for GR does not lead to an improvement of the 

performance (FGR/MAL), while the implementation of the features selected by AL on the GR 

corpus (FAL/MGR) outperforms the results provided by the FGR/MGR model by about 4% in 

terms of F-score. These results confirm the relevance of the features selected in the previous 

experiment based on the AL corpus. These observations do not hold for the RF classifier. The best 

model was obtained by applying the three features selected by GR and trained/evaluated on AL 
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(FGR/MAL). These features are included in the set of 39 features that gave the same results 

(FAL/MAL). Finally, we notice that the fusion of the features selected by the two corpora did not 

yield any improvement whatever the corpus used. From these results, we can conclude that the best 

feature sets are those selected by the AL corpus and reported in the appendix. 

5. DEEP-LEARNING-BASED EXPERIMENTS

In parallel with the use of linguistic characteristics to model readability, the representation of a text 

as an embedding vector using neural models represents another alternative proposed by researchers 

[16]. 

We select in this section a number of Arabic transformer models that generate sentence-embedding 

vectors: 

1) AraBERT: is a pre-trained Bert Embeddings model available at “Hugging face

transformers” 7 . AraBERT was trained using a combination of 70 million sentences from

different resources (Arabic Wikipedia, Arabic corpus [28], …etc.). This model contains both

MSA and Dialectal Arabic (DA). We have used the AraBERTv0.1-base model with the same

parameters used in [30].

2) ArabicBERT: is another pre-trained BERT model8 using a concatenation of a filtered subset from

“Common Crawl” and a dump of Arabic Wikipedia totaling 8.2 billion words. Different pre-

trained BERT models are used. We have selected in this study, the bert-base-Arabic model.

3) XLM-R [29]: is a multi-lingual version of BERT model, trained on “Common Crawl” data

instead of Wikipedia with slightly different parameters. The model is trained on 100 different

languages and contains approximately 2.5 TB sentences. The main parameters for learning cross-

linguistic representations are those mentioned in [29].

These pre-trained models are used in this experiment to represent the text by sentence embedding. 

Each of them is compared with the models based on the linguistic features studied in the previous 

subsection. In addition, we investigated whether combining our linguistic feature set with deep-

learning models could improve the performance of readability assessment. For this purpose, we have 

combined the most discriminating feature sets with different sentence-embedding models. 

We first measured the performance of prediction models based on information-rich sentence 

embeddings as a separate feature set (AraBert, ArabicBert and XLM-R) and we compared them with 

the baseline model based on the 70 linguistic features. 

To evaluate these models, we used the GR corpus according to the same distribution adopted in the 

previous experiments. The classification for the four models was performed with the RF classifier. 

Table 12 presents the accuracy and F-score results of these models. 

Table 12. Results using the initial linguistic features and sentence embedding. 

Model Accuracy F-score 

BaseLine 65.90% 66.27% 

AraBert 77.85% 78.34% 

ArabicBert 78.24% 79.36% 

XLM-R 71.60% 73.08% 

All the three neural models trained using contextual sentence embedding outperformed the baseline 

model based only on hand-crafted linguistic features. Moreover, the ArabicBert model reported the 

best performance with an F-score about 13% higher than that of the baseline model. Based on these 

results, we hypothesize that the semantic and syntactic knowledge implicitly encoded in BERT 

embeddings can be considerably more informative than traditional linguistic features in predicting 

reading difficulty. Therefore, this is a likely alternative for low-resource languages that possess 

limited or no NLP tools, such as a parse tree extraction tool and a semantic parser. On the other hand, 

7 https://huggingface.co/aubmindlab/bert-base-arabert (last visited 09/10/2022) 
8 https://huggingface.co/asafaya/ (last visited 09/10/2022) 

https://huggingface.co/aubmindlab/bert-base-arabert
https://huggingface.co/asafaya/
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the best performance reached an accuracy of 78.24%, given the limitation of the texts used in the 

training phase, which is also accentuated when using artisanal linguistic features. 

We have evaluated the impact of combining linguistic features with the information obtained by the 

neural models. We thus adopted a simple approach that consists in considering the numerical output 

of the neural model as a new feature that is incorporated into the linguistic features. We performed 

tests on the best combinations of the feature subsets identified in the experiments of the previous 

sections (F∩3methods, F∪4methods and F∪5best). The performances of the readability-prediction 

models relating to these new combinations are presented in Table 13. 

Table 13. Combination of different sets of features and sentence-embedding models. 

Model AraBert ArabicBert XLM-R 

Accuracy F-score Accuracy F-score Accuracy F-score 

CombinedBaseLine 82.63% 83.39% 81.60% 82.27% 76.00% 77.57% 

F∩3methods 82.67% 83.49% 82.32% 83.30% 77.51% 78.96% 

F∪5best 82.65% 83.28% 81.94% 82.80% 76.75% 78.08% 

F∪4methods 81.17% 82.36% 82.67% 83.18% 75.64% 77.08% 

We point out that in general, the combination of linguistic features with the numerical output of the 

neural model improves the performance of classification based only on linguistic features. Indeed, by 

comparing the results of Table 9 and Table 13, we find that, in terms of F-score, the performance of 

the classification based on the combination of linguistic features with the output numerical of one of 

the two neural models AraBert and ArabicBert has improved for all models. 

Similarly, the results of Table 12 and Table 13 suggest that these combined models perform better 

than those using only the outputs of the neural models. The best performances are obtained by 

combining the numerical output of the AraBert model with the subset of linguistic features 

F∩3methods. 

In order to analyze the results in more detail, we computed the confusion matrix of the best 

classification model that combines F∩3methods with AraBert. It is clear from Table 14 that there is a 

separation between the prediction levels (easy, intermediate and difficult). Indeed, all the errors are 

located between the neighboring levels. 

Table 14. Confusion matrix of F∩3methods model incorporated with AraBert. 

Easy Intermediate Difficult 

Easy 6 1 0 

Intermediate 0 7 2 

Difficult 0 1 10 

Finally, we conclude that the F∩3methods model is composed of the most informative features compared 

to the other models, which in turn provides an indispensable benchmark for predicting readability. 

6. CONCLUSION

In this study, we presented a set of experiments related to the selection of the most informative features 

for Arabic L2-readability measurement. The obtained test results showed that feature selection is a useful 

pre-processing tool that not only reduces the number of input features, but also increases the 

performance of prediction models. 

We considered the three main types of selection methods (filter, wrapper and embedded) commonly 

used to retrieve the most discriminating features. We have thus applied these methods to the two 

corpora AL and GLOSS. Next, we examined the impact of each selection method on the performance 

of readability-prediction model and we compared it with the performance of the baseline model using 

70 features. 

We also demonstrated the relevance of the combination of features selected by the different methods; 

namely, “F∩4methods”, “F∩3methods”, “F∩2methods”, “F∩5best” and “F∪4methods”. These combinations 
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were also evaluated on the grouping of the features selected by the two corpora. The performance of 

all the experiments was evaluated using the two RF and SVM classifiers. 

The use of sentence embedding is another approach used to represent a text. The last experiment of 

this work aimed to investigate the influence of these methods in the field of readability assessment. 

Thus, we have evaluated the incorporation of the best features that we have selected with these 

representations. In the case of limited corpus size, we have shown that the best results are obtained by 

incorporating both types of representation (sentence embedding and hand-crafted linguistic features). 

Concerning our future directions of investigations, we are considering the evaluation of readability 

based on attested/evaluated reading comprehension of human readers. This is due to the fact that the 

actually available readability corpora are labeled based on experts’ opinion, but not on reading 

comprehension tests. Gathering a large amount of training data, to enhance the performance of 

sentence embedding-based models and adopt deep-learning classifiers is also one of our future work 

paths. The readability of Arabic as a native language (L1) is also an emerging field of research; so it 

will be interesting to examine the impact of feature-selection methods on L1 and compare the results 

with those on L2, to check whether the L1 and L2 reading learners share common discriminating 

readability features. 
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APPENDIX: LIST OF FEATURES 

Table 15. Common features between IG, IF-RF, IF-SVM, SVM-RFE and F∪5best. 

Category Features IF-RF IF-SVM IG SVM-RFE F∪5best

RTF 
Characters Count ✓ ✓ 

Token Count ✓ ✓ ✓ ✓ 

Sentences Count ✓ ✓ 

MF 
Stem Count ✓ ✓ ✓ 

Lemma Count ✓ ✓ ✓ ✓ ✓ 

Ambiguous Lemma Count ✓ ✓ ✓ 

PDF 

Noun Count ✓ ✓ ✓ ✓ ✓ 

Verb Count ✓ ✓ 

Adverb Count ✓ ✓ ✓ ✓ ✓ 

Proper Nouns Count ✓ ✓ ✓ ✓ 

Adjectives Count ✓ ✓ ✓ 
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Closed-Class Tokens Count ✓ ✓ ✓ ✓ ✓ 

Noun / Open Class Token ✓ ✓ ✓ ✓ 

Adjectives to Open Class Token Ratio ✓ ✓ ✓ ✓ 

Preposition to Token Ratio ✓ ✓ 

FLF Frequent Lemmas Count ✓ ✓ ✓ ✓ 

PBF 

Ratio of frequent subordinating conjunctions to total subordinating conjunctions  ✓ ✓ 

Ratio of frequent prepositions to total prepositions ✓ ✓ ✓ 

Ratio of frequent demonstrative pronouns to total demonstrative pronouns 

the total of demonstrative pronouns

✓ ✓ 

Maximum rank of frequent conjunctions ✓ ✓ 

Maximum rank of frequent subordinating conjunctions ✓ ✓ 

Average rank of frequent subordinating conjunctions ✓ ✓ 

Median rank of frequent particles ✓ ✓ 

Minimum rank of frequent proper names ✓ ✓ 

Range of ranks of frequent adjectives ✓ ✓ ✓ 

The maximum rank of frequent nouns ✓ 

 ملخص البحث:

النصّةةةةةثّ  أحةّةةةةت الةةةةةل م ةةةةةت ع النطةةةةةا الفةةةةة    ةةةةةثّ ع   ةةةةة    ةةةةةت   وا ةةةةة   يأةةةةةت  مقروئيةّةةةة إنّ 

 ةّةةةةع اامةةةةةر يتل حّةةةةة يفع ةّةةةةع يتلعليةةةةةل مةةةةةأ ال محةةةةةتعى حيةةةةةر ا دةةةةةت مطةةةةةلو   الةةةةة  لةةةةةلّ  نيةةةةةر  نةةةةةلمت يفع

العرييةةةةةة ن ويتأةةةةةةأ الفطّةةةةةةلل الرئييةةةةةة   ةةةةةة  لةةةةةة ا الأ ةةةةةةت   ةةةةةة   طليةةةةةةل م أث ةةةةةة  محتليةةةةةة  مةةةةةةأ 

يةةةةةفث  مقروئيفّدةةةةةتن ول فعّتمةةةةةت مةةةةة  لةةةةة ا  ةةةةةأتع الفةةةةة   أحةّةةةةت النصّةةةةةثّ و يةةةةةأي لنةةةةةت يفقيةةةةةيذ م  اليِّّ

ةةةةةأتع   أتّننةةةةةت مةةةةةأ ا ةةةةةفر ت   ن مفنث ةةةةة    فقةةةةةت  اليِّّ الفطّةةةةةللى  قفةةةةةرل  ةةةةة  لةةةةة و اللّ ا ةةةةة  مرتةةةةةت

ةةةةةةأتع الأأيِّّةةةةةةا  ل نصّةةةةةةثّ يتل حّةةةةةة  العرييةةةةةة م أث ةةةةةة الدةةةةةةلن الحةةةةةةت   مةةةةةةأ لةةةةةة و ن ويفأحةّةةةةةت   اليِّّ

أةةةةةةت ومقت  ةةةةةة  ا ا ا دةةةةةةت يف ةةةةةة  الفةةةةةة  يةةةةةةفذّ  ةةةةةةر  ماف ةةةةةةة  لفتّةةةةةةأيأ ال   الل ا ةةةةةة   ةةةةةة   قيةةةةةةيذ م 

نفقةةةةةةت ن  قةةةةةةل ا رينةةةةةةت   ةةةةةةت   يت ةةةةةةفالا  م صةةةةةةنِّّةتع  ةةةةةةأتع ال محثيةةةةةة  الأ  الطصةةةةةةث    يدةةةةةةت مةةةةةةأ اليِّّ

(SVM( و )RF ةةةةةة  ا نفةةةةةةيأ   )  مةةةةةةأ م أث ةةةةةةتع النيت ةةةةةةتع الأاصصةةةةةة  لةةةةةةفع مذ ال محةةةةةة  العرييةةةةةة

(نL2   ح   ت ي  )

ةةةةةأتع يعأةةةةةت   ةةةةة   طيةةةةةيأ ا ا   و تشةةةةةّ النفّةةةةةتئ  الفةةةةة   ةةةةةذّ الطصةةةةةث    يدةةةةةت انّ  ق يةةةةةت  ةةةةةل  اليِّّ

% لأ أةةةةةةةةةةةةث ف  النيت ةةةةةةةةةةةةتع 16% و 25 أةةةةةةةةةةةةتقر  ثتمةةةةةةةةةةةة  الأقروئيةّةةةةةةةةةةة  ينيةةةةةةةةةةةةن    ف ةةةةةةةةةةةةتو  

( الأةةةةةةةاو  BERTقلةةةةةةة ى يعأةةةةةةةت  أةةةةةةةثقر )الةةةةةةة   ن يتلإضةةةةةةةت  الأيةةةةةةةفالمفي أى   ةةةةةةة  الفر يةةةةةةة 

ةةةةةةةةر ل محةةةةةةةة  العرييةةةةةةة  يةةةةةةةة  ا   ا تةةةةةةةةت مقت  ةةةةةةةة ن يتلنأّةةةةةةةةتقر  يإمتت يةةةةةةة  التّةةةةةةةةنص الةةةةةةةةلتّيع والأاص 

ةةةةةةأ اتةةةةةةتّ  نةةةةةةل مقت  فةةةةةةن يتلنأّةةةةةةتقر  أةةةةةةتى لتنةّةةةةةن ا ّ  الةةةةةة   طيم ااخةةةةةةر  الأيةةةةةةفاللم  لفتةةةةةةأيأ ال  

ةةةةةةةأتع  أةةةةةةة  يةةةةةةةيأ لةةةةةةة و الّ ةةةةةةةر  واليِّّ ةةةةةةةأتعن وتةةةةةةةل ا ّ  ال ل اا حةةةةةةةر  أييةةةةةةةاان القتئأةةةةةةة    ةةةةةةة  اليِّّ

    تت النفّتئ نال نصّثّ ال  الطصث      
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ABSTRACT 

Detecting and controlling propagation of hate speech over social-media platforms is a challenge. This problem is 

exacerbated by extremely fast flow, readily available audience and relative permanence of information on social 

media. The objective of this research is to propose a model that could be used to detect political hate speech that 

is propagated through social-media platforms in Kenya. Using Twitter textual data and Keras TensorFlow 

Decision Forests (TF-DF), three models were developed; i.e., Gradient Boosted Trees with Universal Sentence 

Embedding (USE), Gradient Boosted Trees and Random Forest, respectively. The Gradient Boosted Trees with 

USE model exhibited a superior performance with an accuracy of 98.86%, a recall of 0.9587, a precision of 0.9831 

and an AUC of 0.9984. Therefore, this model can be utilized for detecting hate speech on social media platforms. 

KEYWORDS 

Hate speech detection, TensorFlow decision forests, Gradient boosted trees, Universal sentence embedding, 

National cohesion and integration commission. 

1. INTRODUCTION

Social media has permeated our lives such that a majority of unstructured communications happen 

through these platforms. Social media provides a ready audience anytime. As a result, a large fraction 

of discourses that were initially verbally articulated have shifted to social-media platforms. Control of 

communication over social media is difficult to achieve or enforce, considering that the operators of 

social-media platforms are foreign companies operating from different legislative environments 

compared to those of their users. This problem is exacerbated by the extremely fast flow and dynamism 

of information on social media. Therefore, sensitive and potentially harmful content can propagate 

through social-media platforms quickly without being detected. Hate speech is an example of such 

communication that can be difficult to deal with particularly when it is propagated through social-media 

platforms. Actually, Mr. António Guterres –the United Nations (UN) Secretary-General– describes 

Social media as a global megaphone for hate [1]. 

According to the UN’s Strategy and Plan of Action on Hate Speech, hate speech is any kind of 

communication in speech, writing or behaviour that attacks or uses a pejorative or discriminatory 

language with reference to a person or a group on the basis of who they are. In other words, this happens 

based on their religion, ethnicity, nationality, race, colour, descent, gender or any other identity factor 

[1]. Hate speech has been identified as a trigger of violence and suffering in several parts of the world, 

including the Tigray region of Ethiopia, Guinea, Sri Lanka, …etc. [2]. In Kenya, political hate speech 

was blamed for the 2007/2008 post-election violence [3]. During the COVID-19 pandemic, social-media 

platforms contributed immensely to Sino-phobic hate sentiments, where an Asian community was 

blamed for the pandemic [34]. Khan et al. add that social-media platforms accelerated propaganda 

related to the Shaheen Bagh protests in New Delhi against the National Register of Citizens, Citizenship 

Amendment Act and National Population Register [34]. 

Propagation of hate speech over social-media platform is relatively a new phenomenon, considering that 

social-media platforms are recent disruptive technologies. Hate speech can be propagated on social 

media through: text messages, pictures, videos, emoji or emoticons. Sometimes, hate speech could be 

obfuscated in online content that seems ordinary. Various approaches, including intentional misspelling 

by swapping characters, elongating words using many repeated letters or putting spaces between letters, 

have been used to obfuscate hate speech in social-media discourses [35]. Hiding of hate-text messages 

in images and hate sarcasm using images or videos are other techniques of hiding hate speech over 

social-media platforms [6]. 
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Poletto et al. [4] argue that explicitly defining hate speech is challenging because of widespread 

vagueness in the use of related terms, such as abusive, toxic, dangerous, offensive or aggressive 

language, that often overlap and are prone to strongly subjective interpretations. However, they go ahead 

and conclusively define hate speech as a content defined by its action; i.e., generally spreading hatred 

or inciting violence or threatening people’s freedom, dignity and safety by any means and by its target 

– which must be a protected group or an individual targeted for belonging to such a group and not for

his/her individual characteristics. Figure 1 depicts this definition. 

Figure 1. Relationships between hate speech and related concepts [4]. 

It is challenging to deal with hate speech that is propagated over social-media platforms as compared to 

that which is propagated over traditional media, like newspapers, magazines, TV, radio or billboards. 

Unlike in traditional media, online hate speech can be produced and distributed easily, at low cost and 

anonymously while having the potential to reach a global and diverse audience in real time [1]. The 

relative permanence of online content is also problematic when hateful discourse can resurface and 

regain popularity over time [1]. The UN concludes that efforts of understanding and monitoring the 

dynamics of hate speech across diverse online communities and platforms often stall given the sheer 

scale and diversity of the phenomenon, current technological limitations of automated monitoring 

systems and the opacity of online companies [5]. Therefore, online hate speech detection and control 

represent a phenomenon that deserves research attention. 

The purpose of this research is to propose a model that could be used to detect political hate speech that 

is propagated through social-media platforms in Kenya. Such a model could be used as a tool of decision 

support for monitoring future social-media discourses. The study described in this work treats only the 

textual form of hate speech. The remaining parts of the article are organized as follows: Section two is 

a discussion of previous work that is related to this study, where various natural-language processing 

(NLP) techniques for hate speech detection are assessed; Section three describes the approach proposed 

by this research; Section four outlines the method of research experiments; Section five presents results 

from the experiments; Section six is a discussion of the results, while section seven concludes the study. 

This study has made three main contributions to knowledge. The first contribution is methodological, 

where a new method of hate speech detection has been described by the study. Proposing a new model 

for hate speech detection is the second contribution. Lastly, the study has introduced the Kenyan culture 

in the area of hate speech detection.  

2. RELATED WORK

Hate speech detection has attracted the attention of researchers in the recent few years. Gomez et al. [6] 

studied hate speech detection in multi-modal publications formed by text and image data from Twitter. 

They found out that multi-modal models cannot outperform text models in detecting hate speech. Based 

on this finding, this study developed a hate-speech detection model using the text component of tweets 

from Kenyan political discourses. 

Mullah et al. [7] reviewed machine-learning algorithms and techniques for hate speech detection in 

social media. They found out that the majority of existing research work on hate speech detection used 

classical machine-learning techniques as compared to ensemble and deep-learning techniques. They also 

identified some open challenges in hate speech detection which include: cultural variations, pandemic 

or natural disasters, data sparsity, imbalanced datasets and dataset availability concerns. They 

emphasized the need to take the campaign of hate speech prevention to other non-western parts of the 

world, since culture and tradition play a significant role in hate speech detection efforts [7]. Mullah et 
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al.’s [7] emphasis is agreeable, since contextual meanings of words in discourses vary from one cultural 

region to another. Thus, models trained on text datasets in one culture may have some degree of bias if 

used to test data from a different culture. Therefore, by experimenting with data from the Kenyan 

culture, models in this field are enriched.  

Ombui et al. [3] studied the identification of hate speech in code-switched text messages by exploring 

the performance of different features across various machine-learning algorithms. They established that 

character level Term Frequency-Inverse Document Frequency performed best given a code-switched 

dataset of 25k annotated tweets using support vector machine algorithm as compared to six other 

conventional and two deep-learning algorithms. 

Khan et al. [34] presented HcovBi-Caps –a Convolutional, BiGRU and Capsule network-based deep-

learning model– to classify hate speech and evaluated it over two Twitter-based benchmark datasets; 

i.e., DS1 which was balanced and DS2 which was unbalanced. They found out that HCovBi-Caps

showed comparatively better performance over the unbalanced dataset with precision, recall and f-score 

values of 0.90, 0.80 and 0.84, respectively. In another study, Khan et al. [36] introduced BiCHAT, a 

BiLSTM deep-learning model for hate speech detection. The model was trained and evaluated over three 

benchmark datasets; i.e., HD1, HD2 and HD3 extracted from Twitter. They found out that their BiCHAT 

model outperformed three state-of-the-art models used in studies with an improvement of 8%, 7% and 

8% in terms of precision, recall and f-score, respectively. They acknowledge that the performance of 

their models in the two studies were based on evaluations done on non-diverse datasets in a non-

multilingual set-up. Like Gomez et al. [6], Koutlis et al. [37] presented MemeTector, a multi-modal 

model for classifying images as memes or regular images. They proposed that their model could be 

utilized in online social environments to detect hate speech and disinformation. Aggarwal et al. [38] too 

proposed an approach to solve the problem of identifying hate memes. However, the two studies did not 

compare how their multi-modal models performed relative to text-only models in detecting hate speech 

[37]-[38]. 

Poletto et al. [4] systematically analyzed resources made available for hate speech detection models 

from the perspective of: their development methodology, topical focus, language coverage, among other 

factors. Their survey found out that datasets are available in several languages for hate speech detection, 

but focus on different topics. Like Mullah et al. [7], Poletto et al. [4] added that there is a challenge of 

developing hate speech detection architectures which are stable and well performing across different 

languages and abusive domains. They also noted that biases in the design and annotation of the training 

dataset, as well as topic biases in the training datasets as compared to the test and volatile nature of 

topics are factors to keenly consider when developing resources for hate speech detection. 

Badjatiya et al. [8] investigated the application of deep neural network architectures for the task of hate 

speech detection and found out that embeddings learned from deep neural-network models when 

combined with gradient-boosted decision trees led to the best accuracy values. Dorris et al. [9] 

introduced the HateDefender –a hate speech and offensive language defence system– which consists of 

a detection model based on deep Long Short-term Memory (LSTM) neural networks that according to 

them can effectively detect hate speech with an average accuracy of 90.82%. Like Badjatiya et al. [8] 

and Dorris et al. [9], deep-learning techniques have also been used to develop models for detecting hate 

speech in this research. However, the approach in this study differs from those of the discussed studies, 

since it utilizes different embeddings used as discussed in Section 3. 

Other works use the more recent and well-known type of DNN; namely, transformers, in particular the 

BERT model proposed by Google [22]. These techniques of language modeling are presented as a 

general model used for a variety of NLP tasks; for example, translation, question and response tasks. 

However, when used in transfer learning based on a pre-trained model, the model is fine-tuned using a 

special dataset more suitable for the task. For instance, Mozafari et al. [23] proposed a novel transfer 

learning approach based on BERT – an existing pre-trained language model – in order to overcome the 

problem of lack of sufficient amount of labelled hate speech data. Velankar et al. [24] presented baseline 

classification results using deep-learning models based on CNN, LSTM and Transformers. Using a 

multi-lingual BERT version fine-tuned with an annotated Marathi language dataset, Velankar et al. [24] 

showed that transformers outperformed other methods. Most recent works tackle hate speech detection 

using neural networks to train models of detection. This means that they usually need huge datasets so 

that their models can converge therefore making them not suitable with a relatively small dataset. It is 
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believed that models based on decision forests as applied in this study could overcome this limitation. 

2.1 Techniques for Hate Speech Detection 

Hate speech is a classification problem. Classical, ensemble and deep-learning classification techniques 

have previously been used to achieve hate speech detection with varying degrees of success [7]. 

Classical machine-learning algorithms require more structured data and are more dependent on human 

intervention to learn, whereby human experts determine the hierarchy of features through data labelling 

for the machine to understand differences between data inputs [39]. Examples of such algorithms include 

support vector machines (SVMs), Naive Bayes (NB), Logistic Regress (LR), Decision Trees (DTs) and 

K-Nearest Neighbour (KNN) [7]. Unlike classical machine learning, deep-learning algorithms automate 

much of the feature-extraction process, thus eliminating some of the manual human intervention 

required [39]. Deep-learning algorithms differ from machine-learning algorithms, since they require 

large datasets to learn reasonably, while machine learning requires less to learn [7]. On the other hand, 

ensemble learning schemes combine multiple base machine learning algorithms of any type – e.g. 

decision tree, neural network, linear regression model, …etc. – to make a decision, typically in 

supervised machine-learning tasks [40]. Classical machine-learning techniques are unable to effectively 

analyze some text datasets that are very large and not linearly separable; however, deep-learning 

algorithms have capabilities of effectively analyzing such datasets [7]. Since this study is dealing with 

unstructured text dataset, it was found prudent to apply deep-learning techniques to analyze the data. 

Variants of deep learning that have been used for hate speech detection are mostly Deep Neural Network 

techniques, which include Convolution Neural Network, Recurrent Neural Networks, i.e., Long Short 

Term Memory (LSTM) and Gated Recurrent Units (GRUs) [7]. Deep neural networks have multiple 

hidden layers [41]. Long Short Term Memory (LSTM) networks [10] and their variants have been used 

by Gomez et al. [6], Dorris et al. [9], Ong [11] and Badjatiya et al. [8] for the classification of hate 

speech texts from social media. Long Short Term Memory networks are a special kind of Recurrent 

Neural Networks (RNNs) capable of learning long-term dependencies in a sequence (sentence) [12]. An 

RNN is a network with loops allowing information to persist and can be thought of as multiple copies 

of the same network, each passing a message to a successor [12]. Gomez et al. [6] used LSTM, because 

they believed that these algorithms provide a strong representation of tweet text data. Their LSTM 

models gave an f-score of 0.703, an area under the ROC of 0.732 and a mean accuracy of 68.4 for tweet 

text input. Ong [11] found out that Bidirectional LSTM (BiLSTM) convolutional neural network model 

was optimal with the highest f1-score.  

Badjatiya et al. [8] performed experiments on a benchmark dataset of 16K annotated tweets and showed 

that three deep learning architectures i.e., FastText, Convolutional Neural Networks (CNNs) and Long 

Short Term Memory Networks (LSTMs) deep-learning methods, outperformed char/word n-gram 

methods by approximately 18 f1 points. On the other hand, Ombui et al. [3] explored both conventional 

and deep-learning classifiers and found out that Support Vector Machine algorithm yielded the best 

classification accuracy when classifying code-switched text messages. Unlike the previously discussed 

techniques, Keras and TensorFlow Decision Forests (TF-DF) were used to develop three models for this 

study; i.e., the Gradient Boosted Trees with Universal Sentence Embedding model, the Gradient Boosted 

Trees model and the Random Forest model. 

3. PROPOSED APPROACH

For model development, Keras TensorFlow Decision Forests (TF-DF) were used to train neural network 

models for classifying tweeter text data. Keras is a deep-learning framework that makes it easier to run 

new experiments [13]. It ships deep learning-powered features in real products [14]. Keras is a high-

level neural network library that runs on top of TensorFlow [41]. TensorFlow Decision Forests are a 

collection of state-of-the-art algorithms for the training, serving and interpretation of Decision Forest 

models which support classification, regression and ranking [15]. A decision forest is an ensemble of 

randomly trained decision trees whose prediction is the aggregation of predictions of its decision trees 

[16], [17]. A decision tree is a hierarchical structure of connected nodes, such that during training, all 

training data {v} is sent into the tree followed by optimizing parameters of split nodes, so as to optimize 

a chosen energy function, as shown in Figure 2. 

During testing, a split (internal) node applies a test to the input data v and sends it to the appropriate 
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child iterating the process until a leaf (terminal) node is reached (beige path), as depicted in Figure 3 

[16].  

Figure 2. Training of a decision tree [16].          Figure 3. Testing of input data v in a decision tree [16]. 

Criminisi et al. [16] argue that decision forests compare favourably with respect to other techniques and 

have led to one of the biggest success stories of computer vision in recent years. They attribute the recent 

revival of decision forests to the discovery that ensembles of slightly different trees tend to produce 

much higher accuracy on previously unseen data, a phenomenon known as generalization. According to 

Rokach [18], decision trees have a high predictive performance for a relatively small computational 

effort, are able to handle a variety of input data including textual data and scale well to big data as 

compared to other methods. For experiments in this work, the Gradient-boosted trees and Random Forest 

algorithms were used. 

Boosting is a method for converting a weak learning algorithm into one that achieves arbitrarily high 

accuracy by sequentially applying weak learners to repeatedly re-weighted versions of the training data 

[19]. In gradient boosting, the learning procedure consecutively fits new models to provide a more 

accurate estimate of the response variable with an objective of constructing new base-learners that 

maximally correlate with the negative gradient of the loss function associated with the whole ensemble 

[33]. Random forests are a combination of tree predictors, such that each tree depends on the values of 

a random vector sampled independently and with the same distribution for all trees in the forest [20]. 

Krauss et al. [19] explain that boosting works by sequentially applying weak learners to repeatedly 

reweighted versions of the training data whereby after each boosting iteration, misclassified examples 

have their weights increased and correctly classified examples have their weights decreased. They 

conclude that each successive classifier focuses on examples that have been hard to classify in the 

previous steps [19]. Mathematically, an ensemble of trees can be written as: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖), 𝑓𝑘 ∈ 𝐹𝐾
𝑘=1 (1) 

where K is the number of trees, fk is a function in the functional space F and F is the set of all possible 

classification and regression trees (CARTs) [21]. The objective function to be optimized is given by: 

𝑜𝑏𝑗(𝜃) = ∑ 𝑙(𝑦𝑖 , �̂�𝑖) + ∑ 𝜔(𝑓𝑘)
𝐾
𝑘=1

𝑛
𝑖 (2) 

where ω(fk) is the complexity of the tree fk [21]. 

GloVe embedding –an unsupervised learning algorithm for obtaining vector representations for words– 

has been extensively used in hate speech detection (e.g. by Gomez et al. [6], Dorris et al. [9], Ong [11] 

and Badjatiya et al. [8]). Pre-trained embeddings are useful when available training data is limited for 

data-hungry deep-learning methods [25]. The Universal Sentence Encoder (USE) embedding [26] was 

used to encode text into high-dimensional vectors for text classification. USE is a model for producing 

sentence embeddings that demonstrate superior transfer to a number of other NLP tasks as compared to 

pre-trained word embeddings, such as those produced by Word2vec or GloVe [25]. Word embeddings 

give a way to use an efficient, dense representation of vectors in which similar words have similar 

encodings [26]. The USE is trained and optimized for greater-than-word length text, such as sentences, 

phrases or short paragraphs the input of which is a variable-length English text and the output is a 512 

dimensional vector [26]. This encoder differs from word-level embedding models, since it is trained on 

a number of natural-language prediction tasks that require modeling the meaning of word sequences 

rather than just individual words [26]. The USE was partially trained with custom text-classification 

tasks in mind, as shown by Figure 4. 
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Figure 4. Classification task of the Universal Sentence Encoder (USE) [26]. 

4. EXPERIMENTAL METHOD

Data whose scope was of political conversations in Kenya was collected from Twitter using Twitter API 

V2 [27]. For training the models, data was collected from 1st January 2017 to 31st May 2022 whereas 

for testing on real data, data was collected from 1st August 2022 to 10th August 2022. This period was 

significant, since it corresponded to the week of the 2022 general elections in Kenya which were held 

on 9th August 2022. It was believed that during this period, political hate speech could hit a peak. To 

ensure that relevant data was collected from Twitter, a query was developed whose search criteria 

included words that had been identified by the National Cohesion and Integration Commission (NCIC) 

as words that had been used to propagate political hate against specific groups of people in Kenya [28]. 

This ensured that tweets that were mined were potentially of political hate speech. While tweet data with 

many attributes including text, images and videos were downloaded, focus was mainly on the text 

attribute since most hate speech messages on social media are constructed through texts [7] and that text 

models tend to outperform multi-modal models in detecting hate speech [6]. A total of 46957 records 

were used for training the model, while 17873 records were used to test it. 

Although the context of tweets that were mined focused on hate speech words as defined by the NCIC, 

it is good to note that not all tweets with these words are necessarily of hate nature. To annotate hate 

tweets from non-hate tweets, sentiment analysis was performed on the text for each tweet to determine 

its speech score using the NLTK’s Valence Aware Dictionary and Sentiment Reasoner (VADER) [29]. 

The current version of VADER has the capability of properly handling sentences with punctuation, 

word-shape, sentiment-laden slang words as modifiers, sentiment-laden emoticons, sentiment-laden 

initialism and acronyms and utf-8 encoded emoji [30]. Therefore, pre-processing the text data through 

tokenization or lemmatization was not done before performing sentiment analysis on it with VADER. 

For each statement, VADER gives probability scores for positive, neutral and negative sentiments all of 

which must sum to 1. It also gives a compound (average) score for all the scores. A compound score 

was used to determine sentiments for each tweet text. VADER recommends positive sentiments for 

compound scores greater than 0.05, neutral for compound scores greater than -0.05, but less than 0.05 

and negative sentiments for compound scores of less than -0.05. For the case of this study, all neutral 

and positive sentiments were considered as not constituting hate speech, while all negative sentiments 

were considered as potentially constituting hate speech. Thus all tweets with a sentiment compound 

score of greater than -0.05 were labelled as 0; i.e., “Not_Hate”, while those less than or equal to -0.05 

were labelled as 1; i.e., “Hate”. Figure 5 shows a schema of the method applied in this study. 

Figure 5. Schema for the method applied in this study. 

USE embeddings [26] and Keras TensorFlow Decision Forests (TF-DF) [15] were used to encode text 

into high-dimensional vectors and train models for text classification, respectively. Default Keras hyper-

parameters were applied. Three neural-network models were developed using Keras. In the first model, 

raw text was first encoded via pre-trained embeddings and then passed to a gradient boosted tree model 

for classification. In the second and third models, raw text was directly passed to the gradient boosted 
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trees model and RandomForestModel, respectively. The models were compiled with Google Colab [31] 

TPU by passing Accuracy, Recall, Precision and AUC metrics. TF-DF automatically detects the best 

loss for the task; i.e., either classification or regression. 

5. RESULTS

Table 1 shows a summary of the results from the experiments. 

Table 1. Performance of the three models measured against Accuracy, Recall, Precision and AUC. 

Model Algorithm Accuracy Recall Precision AUC 

Model_1 GradientBoostedTrees 

with USE embeddings 

0.9886 0.9587 0.9831 0.9984 

Model_2 GradientBoostedTrees 0.9272 0.6302 1.0000 0.9240 

Model_3 RandomForestModel 0.9272 0.6302 1.0000 0.8085 

The following graphs show accuracy and loss against number of trees for the models. 

Figure 6. Graph showing accuracy (left) against number of trees and loss against number for model 1. 

Figure 7.  Graph showing accuracy against number of trees (left) and loss against number for model 2. 

Figure 8.  Graph showing accuracy against number of trees (left) and loss against number for model 3. 

6. DISCUSSION

From Table 1, it can be observed that model_1; i.e., the GradientBoostedTrees with USE embeddings 

model has generally performed well according to most metrics. The training logs of accuracy against 

number of trees and the loss against number of trees also indicate that this model has a superior 

performance. Training logs show the quality of the model according to the number of trees in the model 

[32]. When compared with previous studies on detection of hate speech on social-media platforms, the 

approach of GradientBoostedTrees with USE embeddings still exhibits a superior performance as 
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demonstrated by Table 2. While experiments for these studies were done in different contexts with 

different datasets, comparing them may give us an idea on the performance of individual models. An 

accurate comparison would require replication of the experiments while keeping the dataset constant, 

but varying the modelling algorithms. 

Table 2. Performance comparison of hate speech detection models. 

Author Best performing technique Metrics for measuring model performance 

Gomez et al. [6] LSTM + Glove embeddings F-Score = 0.703, AUC = 0.732 

Accuracy = 68.4% 

Ong (2019) [11] BiLSTM-CNN F1-Score = 0.75 

Badjatiya et al. [8] LSTM, LSTM + Random Embedding 

+ Gradient, Boosted Decision Trees 

Precision = 0.930 

Recall = 0.930  

F1 = 0.930 

Dorris et al. [9] LSTM Accuracy 90.82% 

This research GradientBoostedTrees with USE 

Embeddings 

Accuracy = 98.86% 

Recall = 0.9587  

Precision = 0.9831  

AUC = 0.9984 

The graphs in Figures 6–8 also show that the GradientBoostedTrees with USE embeddings model 

suffers less loss in comparison to the GradientBoostedTrees model and the RandomForestModel. The 

purpose of this research was to propose a model for detecting political hate speech propagated through 

social-media platforms. Considering the performance of the GradientBoostedTrees with USE 

embeddings model, this model is proposed for detecting hate speech on social-media platforms. 

However, we should remember that this model works only on textual data from social-media discourses. 

We are aware of other methods through which hate speech is transmitted over social-media platforms. 

As discussed earlier, these methods include obfuscation of hate messages by distorting spelling of 

words, hiding hate messages in images and using sarcasm through text or audio-visual methods. There 

is a need to continue searching for models that can help the society detect hate speech propagated 

through these methods. Although Gomez et al. [6] found out that text models outperform multi-modal 

models, we should not stop research on multi-modal methods. If we do so, multi-modal hate speech will 

become a key conduit of hate speech propagation on social media. Finally, there is a need for the research 

community to invest in replication of already proposed models, so as to test their viability and 

applicability. 

6. CONCLUSION

Although propagation of hate-speech over social-media platform is relatively a recent phenomenon, 

several researchers have proposed various approaches for tackling this problem with varying success. 

The purpose of this research was to propose a model for detecting political hate speech in Kenya 

propagated through social-media platforms. Experimenting with data from Twitter, it was found out that 

the GradientBoostedTrees with USE embeddings model exhibited a superior performance as compared 

to other models previously proposed in literature. However, actualizing this model at production level 

may pose some challenge, since it may be difficult to apply it in real-time detection of hate speech, 

considering that it requires massive computational resources for training, compiling and testing the 

model. For this research, Colab’s TPU was used to train and test the model. Currently, such a resource 

may not be available around the clock for industrial deployment of such a model. Secondly, the model 

depends heavily on hate-speech words as defined by the NCIC. These words have their original 

meanings which are not necessarily of hate-speech nature. Similarly, as language evolves, the meaning 

of the NCIC’s hate speech words is bound to evolve too. Therefore, it is not guaranteed that those words 

will always imply hate speech. This challenge can easily generate false positive results.  

FUTURE WORK 

A replication of experiments in this research with an objective of achieving results that can be 

generalized is necessary. 
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 ملخص البحث:

كككككك يا فر كككككك ف   شككككككى  فر ككككككاف  ككككككلفرككككككافسّيككككككى ف عكا ه كككككك ف  ع ش نشصككككككىوف ع ش   ككككككْفيشكككككككشْف عكشخ

ك  ككككككا  اف   ذككككككىلةفهككككككت ف عمشككككككك  فةذ ككككككْف ع شكككككك  ش ف ككككككى  ف ع ككككككار  ف  كككككك   افف لاج مككككككىريف  كككككك شيى ف

ككككككككىوف ع ش   ككككككككْف لاج مككككككككىرياف يهكككككككك  فهككككككككت ف  عجمهكككككككك   ف ليم  كككككككك ف عم    ككككككككىوفر كككككككك ف نصش

كككككلفركككككافسّيكككككى ف عكا ه ككككك ف ع ش ىلكككككيف عكككككت ف  ع  ككككك ف عككككك ف ل كككككا تف مككككك شْفيمككككككاف لككككك     ّفع كشخ

ىوف ع ش   ْف لاج مىريف يفك ن ىاف فين شافر  ف نصش

ف كككككك س ش ف ككككككاف كككككك ي ااف لكككككك ف  ككككككةشف يكككككك يافهذهكككككك ف مككككككىشْفعهككككككت ف عتككككككا فةىلكككككك     ف  صكككككك   

ف مككككككك شْف  (ف كككككككمف ع ش كككككككم افGBT ةمقى  ككككككك ف  كككككككى لاف عنشمكككككككىشْف عأذهككككككك ف عميككككككك ش   ف  ش ككككككك ف  ش

مككككككْف  فة تكككككك ف USE ع ككككككى شفع ج  %( ف  لكككككك  ىل  فة تكككككك ف86ا99(فلكككككك ففقشكككككك ف   ككككككْف عنش ككككككى لافة لشكككككك  

ف قكككككككككك    ف 9587ا0  نمككككككككككىفكى كككككككككك ف عم ككككككككككىف ف عم صكككككككككك   ف  كككككككككك ف( فة 9831ا0( ف ضكككككككككك ) 

ككككككلف9984ا0 عمن نكككككك فعهككككككت ف عنشمكككككك شْف  فهككككككت ف عنشمكككككك شْفيمكككككككاف لكككككك     ّفع كشخ (اف ر  ككككككّ ف ككككككم ش

ىوف ع ش   ْف لاج مىرياف فرافسّيى ف عكا ه  ف عت فين شافر  ف نصش
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ABSTRACT 

The Internet of Things (IoT) is a collection of interconnected intelligent devices that exist within the larger network 

known as the Internet. With the increasing popularity of IoT devices, massive data is generated day by day. The 

collected data needs to be continuously uploaded to the cloud server. Besides, the transmission of data in the cloud 

environment is performed via the Internet, which faces numerous threats. However, the security issue always lacks 

effective big data communication. Therefore, a novel technique called Orthogonal Regressed Steepest Descent 

Deep Structured Perceptive Neural Learning based Secured Data Communication (ORSDDSPNL-SDC) is 

introduced with higher accuracy and lesser time consumption. The ORSDDSPNL-SDC technique comprises three 

phases; namely, registration, user authentication, and secure data communication. In the ORSDDSPNL-SDC 

technique, the registration phase is carried out for creating a new ID and a password for each user in the cloud. 

The IoT device's data is then sent to a cloud server by the cloud user for storage. After that, the orthogonal 

regressed steepest descent multilayer deep perceptive neural learning is applied to examine the user_ ID with 

already registered ID based on Szymkiewicz–Simpson coefficient. Then, the Maxout activation function is to 

classify the user as authorized or unauthorized. Finally, the steepest descent function is applied for minimizing the 

classification error and increasing the classification accuracy. In this way, the authorized or unauthorized user is 

identified. Then, the secured communication is performed with the authorized cloud users. Experimental 

evaluation is carried out on the factors, such as classification accuracy, classification time and error rate, and 

space complexity for several users. The qualitative results and discussion indicate that the proposed 

ORSDDSPNL-SDC offers an elevated performance by achieving a higher classification accuracy and a minimum 

error as well as computation time when compared to the existing methods. 

KEYWORDS 

Big data, IoT, Multilayer deep perceptive neural learning, Orthogonal regression analysis, Szymkiewicz–Simpson 

coefficient, Maxout activation function, Steepest descent function. 

1. INTRODUCTION

The Internet of Things (IoT) has gained broad acceptance and increased in various aspects of human 

life. Heterogeneous big data security is a great challenge in IoT due to the rapid growth of data. 

Therefore, novel security approaches are needed for data communication and outsourcing to storage 

systems through the authorized entity. Hence, an IoT and deep learning-based secure data analytics 

system is proposed introduced to address this security issue. 

A Homomorphic Block-Ring Security System (HBRSS) was developed in [1] for enhancing the security 

of data communication. HBRSS brings higher security and more comprehensive performance compared 

with some mainstream security systems. HBRSS is proposed for high security data transmission and 

data processing in public networks and mistrusted cloud environments. However, a higher security level 

was unable to achieve. A trusted and Collaborative Framework for Deep Learning enabled IoT was 

designed in [2] to enhance data transmission and computation security. Though the framework 

minimizes the overhead, time complexity was not reduced.  

Deep learning and IoT-based data processing frameworks were introduced in [3] in various security 

concerns to include malicious code tracking, intrusion, privacy issues, vulnerability detection, and fault 

diagnosis. 

In [4] a reliable lightweight authentication scheme for IoT-based secure data sharing was developed. 

But, the machine learning technique was not applied for improving the authentication accuracy. In [5], 
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a secure authentication protocol for cloud big data was introduced to reduce computing power. The 

storage costs were not lowered. A lightweight authentication technique was developed in [6] for 

ensuring device and cloud server security. But, accurate authentication was not performed with 

minimum time. 

A lightweight identity-based authenticated data-sharing protocol was designed in [7] for enhancing the 

security of data distribution between physical devices and clients. But, the designed protocol failed to 

evaluate in a real-world setting. AI-enabled lightweight, a secure communication method for an IoMT 

called ASCP-IoMT was developed in [8] to improve accuracy. But, it failed to consider the functionality 

of features in the presented scheme.    

In [9], a lightweight and secure communication technique was developed for safe data transmission 

among healthcare infrastructure devices. However, the registration process was completed offline. An 

ultra-lightweight device-to-device secure transmission protocol was introduced in [10] to protect data 

transmission. However, when dealing with a large number of devices, it was unable to guarantee the 

complete security of the IoT environment. In [11], two optimization schemes were designed to prevent 

user access from leaking data while also protecting users' privacy. The designed schemes have higher 

computation costs. 

The following are the research contributions of the ORSDDSPNL-SDC technique. 

o A novel privacy-preserving technique called ORSDDSPNL-SDC is introduced for secure big data

transmission by identifying the authorized user with a better accuracy and in less time.

o First, the registered cloud users put their information with the cloud service and receive a user _ID

and a password each for further processing. This ID is used for identifying the authorized user with

minimum time as well as storage overhead.

o To improve secure big data transmission between the server and the users, orthogonal regressed

steepest descent multilayer deep perceptive neural learning is applied in ORSDDSPNL-SDC to

analyze the received user ID with registered user ID through the Szymkiewicz–Simpson

coefficient. The Szymkiewicz–Simpson coefficient is a mathematical function used to match the

ID of the user for identifying authorized users. The Maxout activation function identifies the user

as authorized or unauthorized based on classification results. This helps improve classification

accuracy.

o Finally, the steepest descent function is used to reduce the error rate with aid of the weight updating

rule.

o A series of experimental assessments is carried out to quantify the proposed ORSDDSPNL-SDC

method in comparison to existing algorithms and performance metrics.

The rest of the paper is organized as follows. Section two presents a literature review on the IoT security 

of application domains. The third section describes the proposed ORSDDSPNL-SDC for IoT security. 

Section four provides the experimental settings and dataset description. Section five presents the 

outcomes and discussion generated by various performance indicators and the paper is concluded in 

Section six. 

2. RELATED WORKS

Big data security is a major concern due to its critical role in the widespread adoption of cloud 

architectures. In [12], a case-based security-by-design framework for big data deployment over cloud 

computing was developed. The study's findings show the effectiveness of raising security awareness in 

cloud-based data environments. 

Multifactor authentication and lightweight cryptography encryption methods were developed in [13] to 

protect big data systems by using a cloud-enabled IoT environment.  But, those methods failed to 

perform mutual authentication between gateway devices and IoT devices. To identify the genuine or 

fraudulent user, a deep learning-based IoT data analytics method was devised [14]. But, despite 

employing larger datasets, it was unable to reduce the time and cost limits. 

For safe big-data transmission, the Data-centric Authentication technique was introduced in [15]. 

However, neither the time nor the complexity of the storage was reduced. Secure Authentication and 

Data Sharing in Cloud (SADS-Cloud) were introduced in [16] for data security with big data. However, 
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they failed to speed up the operations of secure authentication and data sharing in the cloud. 

According to [17], MSCryptoNet is a model based on multi-scheme fully homomorphic encryption in 

the privacy-preserving scenario that allows for scalable execution and conversion of the trained neural 

network. MSCryptoNet was claimed to be secure as a deep learning-based privacy-preserving scheme 

over aggregated encrypted data. Furthermore, it was claimed that the MSCryptoNet does not require any 

correspondence between data providers and the cloud server to provide privacy-preserving predictions. 

However, there is no relevant evidence in the literature to support the second claim. 

An enhanced Diffie Hellman when combined with Elliptic Curve (E-ECDH) was developed in [18] for 

secure and lightweight communications of connected devices in IoT. However, it failed to improve the 

security of IoT by considering applications in different domains. A Chebyshev Chaotic Map-based 

lightweight multi-server authentication method was developed in [19] for secure data transmission with 

minimum computation cost. However, the storage overhead was not reduced.  

In [20], a lightweight and privacy-aware fine-grained access control method for secure IoT-oriented 

health data transmission was developed. However, authentication-based access control was not 

implemented. Privacy-preserving hierarchical fuzzy neural network (PPHFNN) was developed in [21] 

for improving the security of heterogeneous big data. However, the performance of the accuracy level 

was not improved.   

A three-factor user access control mechanism for data usage in the IoT environment is presented in [22]. 

Despite claims that the suggested approach is secure, it was unclear what kinds of threats the method 

handled. By combining attribute-based encryption with edge computing, [23] implemented a mechanism 

for a healthcare IoT system. It was asserted that the suggested mechanism offers a reliable, adaptable, 

secured access control with data verification and permits data consumers to take use of the lightweight 

decryption. In [24], a crypto-deep neural network cloud security (CDNNCS) method for increasing 

cloud user trust was developed. However, the other deep learning architectures were not implemented 

for the dynamic behavior of communication in the cloud environment. Multifactor authentication and 

lightweight cryptography encryption methods were developed in [25] based on cloud-enabled IoT 

environments to protect big data systems. However, mutual authentication between devices and IoT 

devices was not performed. 

3. METHODOLOGY

The Internet of Things (IoT) system is composed of several internetworked smart equipment that shares 

information via the world wide web. Such self-directed devices are dispersed in specific fields to sense 

and collect data. The data collected from IoT sensors is transferred to cloud servers for storage and 

further processing in IoT cloud-based systems. The data is then accessed by authorized users from the 

cloud server. However, security concerns are growing in conjunction with the widespread adoption of 

IoT-based infrastructure. As a result, there is an urgent need to propose novel security mechanisms to 

protect IoT systems from potential threats. Based on this motivation, a novel technique called 

ORSDDSPNL-SDC is introduced. The ORSDDSPNL-SDC technique accurately identifies the 

authorized or unauthorized user to get the data from the cloud service through orthogonal regressed 

steepest descent multilayer deep perceptive neural learning. The advantage of multilayer deep perceptive 

neural learning is to provide better results with a large volume of big data. 

The architecture diagram of the proposed ORSDDSPNL-SDC technique for secure big data 

communication is shown in Figure 1. The proposed technique comprises two types of entities; namely, 

cloud users '𝐶𝑈 = 𝐶𝑈1, 𝐶𝑈2, … ,  𝐶𝑈𝑛 who want to store their big data ‘𝐷 = 𝐷1, 𝐷2, … . ,  𝐷𝑛’ collected

from various IoT devices.  The proposed ORSDDSPNL-SDC technique includes three major processes; 

namely, registration, user authentication and secure data communication.  

The IoT device allows the user to collect the data simply using the different sensors installed at various 

locations. When the users want to store their collected data from IoT devices on the cloud server, they 

first perform the registration process. The user has to fill up the registration form which is provided by 

the cloud server. It contains information about the user, like name, date of birth, age, gender, mobile 

number and so on. After filling out the registration form, the user presses the submit button. The cloud 

server stores the user details in its database and creates the new user_ID.  
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After successful registration, the user stores the data in the cloud server database for further processing. 

Whenever the users want to access their desired data from the cloud-server database, they first verify 

their authenticity. The proposed ORSDDSPNL-SDC technique uses the orthogonal regressed steepest 

descent multilayer deep perceptive neural learning for identifying the authorized or unauthorized user 

through classification.  

An orthogonal regressed steepest descent multilayer deep perceptive neural learning is a family of 

machine learning methods that work based on artificial neural networks. The word deep learning refers 

to the use of numerous layers utilized in the network for learning the given input. The orthogonal 

regression is applied to deep learning for verifying the authenticity of the user by analyzing the current 

ID and the already stored ID in the server database based on the Szymkiewicz–Simpson coefficient. The 

Szymkiewicz–Simpson coefficient is a similarity function that is used to match the IDs of the cloud 

users. If the two IDs get matched, the max-out activation function returns the output as an authorized 

user or the unauthorized user. The cloud server offers the user the requested data for enhancing secure 

communication after identifying him/her as an authorized user. Otherwise, the cloud server denies 

access to unauthorized users. Secure communication between cloud users and servers is thus 

accomplished. A brief description of the proposed ORSDDSPNL-SDC technique with different 

processes is given below.  

3.1 New User Registration 

The registration phase is the initial step in the proposed ORSDDSPNL-SDC technology. The users must 

provide the necessary identification during the registration step to register their information in the server 

database. The user has to fill out a registration form which contains information about username, date 

of birth, age, gender, mobile number, mail_ID and so on. 

Figure 2 exhibits the flow process of new user registration. First, the users enter their personal 

information in the registration form.  The user has to give a valid username at the time of registration. 

The server checks the created username against the availability of that username in its database. If the 

username is not matched with the existing username in the server database, then the server sends an 

error and try again message. Otherwise, a new user ID is generated and stored in the server database for 

later use. Following registration, the users uploads their data ‘𝐷 = 𝐷1, 𝐷2, … . ,  𝐷𝑛’ collected from

various IoT devices into the server database.  

 

Perform user authentication

Collect data from 

different place 

Cloud users  

Cloud server  

Authorized user Unauthorized user 
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multilayer deep perceptive neural 

learning

1

2

Registration

3

Fill Registration Form with 

user name

Try Again

Create New 

User Id

Stored to Server 

Database

New user 

Yes

No

Server Database
Check if 

the username is Available ?

Figure 1. Architecture diagram of the proposed        Figure 2. Flow process of new user registration. 
ORSDDSPNL-SDC technique.  
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The input dataset was separated into two parts; namely, the training and testing. Most cloud users (70%) 

were used for training and the remaining cloud users (30%) were taken for testing. Here, MHEALTH 

(Mobile HEALTH) dataset is considered for collecting the data. The different sensors (i.e., IoT devices) 

are located on the candidate’s chest, right wrist and left ankle for recordings of body motion and vital 

indications while performing physical activities. The activities are standing still, sitting and relaxing, 

lying down, walking, climbing stairs, waist bends forward, frontal elevation of arms, knees bending, 

cycling, jogging, running, jumping front and back, respectively. The big data collected from IoT devices 

is sent to a cloud data center for further processing. 

3.2 Orthogonal Regressed Steepest Descent Multilayer Deep Perceptive Neural Learning-

based User Authentication  

Whenever the users access their data from the cloud server database, they first verify authenticity for 

guaranteeing secure communication. User authentication is the process of verifying the identity of the 

user. The proposed ORSDDSPNL-SDC technique uses the deep learning technique called orthogonal 

regressed steepest descent multilayer deep perceptive neural learning for verifying the authenticity of 

the user by classifying the user as an authorized user or as an unauthorized user. Orthogonal regressed 

steepest descent multilayer deep perceptive neural learning is a fully connected feed-forward artificial 

neural network. A multilayer perceptron includes at least three layers of nodes such as an input layer, a 

hidden layer and an output layer.  

Figure 3 reveals the schematic structure of the deep multilayer perceptive learning technique for user 

authentication. The input layer is initially given the number of cloud users. The network has many layers, 

including an input layer, hidden layers and an output layer. Each layer in deep learning learns the given 

input and transforms it into the next layer. 

Input layer Hidden layers
Output layer

Number of 

Users

Figure 3. The orthogonal regressed steepest descent multilayer deep perceptive neural learning 

architecture. 

To form the neural network architecture, the nodes between one layer and another are linked in a feed-

forward way by regulating weights. The input layer accepts the cloud users  𝐶𝑈 = 𝐶𝑈1, 𝐶𝑈2, … ,  𝐶𝑈𝑛.

𝑋𝑖𝑛𝑝𝑢𝑡(𝑡) = 𝐵 +  [∑ 𝐶𝑈𝑖 ∗ 𝜑𝑖_ℎ
𝑛
𝑖=1 ]            (1) 

where, 𝑋𝑖𝑛𝑝𝑢𝑡(𝑡) indicates the input unit, 𝜑𝑖ℎdenotes a controlling weight between the input layer and

the hidden layer, 𝐶𝑈𝑖 indicates a cloud user and 𝐵 denotes a bias in which the integer value stored is +1.

The input is sent to the first hidden layer. 

When a registered cloud user desires to retrieve big data from the cloud service, he/she must first log in 

to the cloud server and enter a valid ID on his/her log-in page. Then, the server identifies the authorized 

user or unauthorized user with the help of orthogonal regression. 

Orthogonal regression is a statistical technique for estimating relationships and determining the best fit 

between two variables, such as the currently received user ID and the already stored ID. The 

Szymkiewicz–Simpson coefficient is a similarity function that is used to calculate the degree of overlap 

between two finite sets; namely, the currently entered user ID and the already stored ID. The 

Szymkiewicz–Simpson coefficient is used to identify the   

𝐶𝑓𝑓𝑠𝑠 =
|𝑅𝐼𝐷 ∩ 𝑅𝑒𝑔𝐼𝐷|

|𝑆𝑅𝐼𝐷 ||𝑅𝑒𝑔𝐼𝐷|
(2) 

where, 𝐶𝑓𝑓𝑠𝑠 represents the Szymkiewicz–Simpson coefficient, 𝑅𝐼𝐷 indicates a received ID and 𝑅𝑒𝑔𝐼𝐷
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indicates a registered ID, |𝑆𝑅𝐼𝐷 | denotes a set containing a string of received IDs, |𝑅𝑒𝑔𝐼𝐷| denotes a set

containing a string of registered IDs, 𝑅𝐼𝐷 ∩  𝑅𝑒𝑔𝐼𝐷 designates mutual dependence between the two 

IDs.   

In the second hidden layer, Maxout activation is applied for verifying the similarity coefficient value. 

The activation function of a node in the layer defines the output of that node based on a given set of 

inputs. Maxout activation finds the maximum value of the similarity coefficient.   

𝛽 =   {
1;     𝑎𝑟𝑔𝑚𝑎𝑥 𝐶𝑓𝑓𝑠𝑠

0;             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3) 

where, 𝛽 denotes the Maxout activation function, the activation function (𝛽 ) returns ‘1’ when the two 

IDs get matched and the user is classified as an authorized user. The activation function (𝛽 ) returns ‘0’, 

which means that the two IDs are not matched and the user is classified as an unauthorized user.  The 

hidden layer output is formulated as given below,  

𝑍 = (∑ ∑ 𝐶𝑈𝑖 ∗ 𝜑𝑖_ℎ
𝑛
𝑖=1

𝑛
𝑖=1 )  + [𝑍′ ∗ 𝜑ℎ]   (4) 

where, ‘𝑍’ indicates the output of the hidden layer, ‘𝜑𝑖_ℎ' denotes the regulating weight between the

input and the hidden unit, 𝜑ℎ indicates the regulating weight of the hidden unit and 𝑍′ denotes an output

of the previously hidden layer.    

𝑊 = 𝜑ℎ_𝑜 𝑍     (5) 

where, ‘𝑊 symbolizes the final results of the output layer, 𝜑ℎ_𝑜  represents the weight between the

hidden layer and the output layer and 𝑍 denotes the output of the hidden layer. After classification, the 

degree of training error in an output node is calculated as follows: 

𝑇𝜀 =
1 

2
(𝑇𝑜 − 𝑊)2 (6) 

where, 𝑇𝜀 denotes a training error, 𝑇𝑜 indicates a target output value and 𝑊 denotes an output produced

by the multilayer perceptron. Applying the steepest descent function leads to minimize the error in the 

entire output by changing the weight between the layers. There is a mathematical steepest descent 

function that is used to minimize the error by using the update rule.  

∆𝜑 = −𝛾 
𝜕𝑇𝜀

𝜕𝜑
𝑊  (7) 

where, ∆𝜑 updating the weight, 𝛾  indicates a learning rate, 𝑇𝜀 denotes an error and 𝑊 indicates an 

output of classification result. In this way, accurate classification of the authorized and unauthorized 

users is determined with minimum error. Algorithm 1 describes the step-by-step process of secure data 

communication using Orthogonal Regressed Steepest Descent Deep Structured Perceptive Neural 

Learning.   

The users first register their information with the cloud service. The cloud server then generates a new 

user ID for accessing the service. After receiving the new ID, the user stores the data collected from the 

IoT device in a cloud server. Every time a user accesses data from the cloud server, it first confirms the 

user's ID. The Szymkiewicz–Simpson coefficient is applied for verifying the user ID.  If the two IDs get 

matched, the max-out activation function returns '1' and the user is classified as authorized. Otherwise, 

the Maxout activation function returns '0' and the user is classified as unauthorized. Finally, the training 

error of classification is minimized by updating the weight between the layers using the steepest descent 

function. Then, the cloud server allows for accessing the data to the authorized user and denied access 

to the unauthorized user.  In this way, secure big data communication is performed. 

4. EXPERIMENTAL SETTING

In this section, the CloudSim simulator is used to perform an empirical analysis of the proposed 

ORSDDSPNL-SDC technique as well as the existing HBRSS [1], TCFDL [2] and deep learning and 

IoT-based data processing frameworks [3]. Secure big data communication is performed using the 

MHealth dataset taken from https://www.kaggle.com/datasets/gaurav2022/mobile-health. The 

MHEALTH (Mobile HEALTH) dataset comprises recordings of 10 individuals' body motions and vital 

signs as they engaged in twelve different physical activities. Sensors placed on the subject's chest, right 
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Algorithm 1: Orthogonal Regressed Steepest Descent Deep Structured Perceptive Neural 

Learning based Secured Data Communication  

Input:  Dataset ‘𝐷𝑆’, IoT device ‘𝑆 = 𝑆1, 𝑆2, … , 𝑆𝑛’, cloud user’s ‘𝐶𝑈 = 𝐶𝑈1, 𝐶𝑈2, … , 𝐶𝑈𝑛’,

big data ‘𝐷 = 𝐷1 , 𝐷2, … . , 𝐷𝑛’, cloud server ‘𝐶𝑆’

Output:   Improve the secure communication  

Begin  

Step 1:     For each user 

Step 2:   Fill in the details in the registration form 

Step 3:   𝐶𝑆 creates a new user_ID 

Step 4:   𝐶𝑈 stores the data on a cloud server 

Step 5:   End for 

Step 6:   If 𝐶𝑈 accesses data from the cloud then 

Step 7:        𝐶𝑆 verifies the authenticity of the user 

Step 8:   End if 

Step 9:   User login to the system with User_ID 

Step 10:  server uses the  Szymkiewicz–Simpson coefficient  ‘𝐶𝑓𝑓𝑠𝑠’

Step 11:      Apply max out activation function 

Step 12:  𝒊𝒇  (𝑎𝑟𝑔𝑚𝑎𝑥 𝐶𝑓𝑓𝑠𝑠)   then

Step 13:   𝛽  returns  ‘1’ 

Step 14: the user is classified as authorized 

Step 15:   Secure data access 

Step 16:   else 

Step 17:   𝛽  returns  ‘0’ 

Step 18: The user is classified as unauthorized 

Step 19:   Denied  access 

Step 20:   Compute error rate ‘𝑇𝜀’ 

Step 21:   Apply the steepest descent to minimize the error 

Step 22:   update the weight ‘∆𝜑’ 

  End 

 wrist and left ankle are utilized to track the acceleration, rate of turn and magnetic field orientation of 

various body parts. The sensor, which is placed on the chest, may also record a 2-lead ECG to check for 

various arrhythmias and record the heartbeat. Each sensing modality is recorded on a sampling rate of 

50 Hz that is focused enough to capture human activity. All sessions were recorded with a video camera. 

The dataset is found to simplify general behaviors of the day-by-day living, given the variety of body 

parts involved in each one (e.g. the frontal elevation of arms vs. knees bending), the intensity of the 

actions (e.g. cycling vs. sitting and relaxing) as well as the execution speed or dynamicity (e.g. running 

vs. standing still). The dataset summary, such as 12 activities, 3 sensor devices and 10 subjects, is 

considered. The dataset consists of 14 attributes (i.e., features) and 12, 15,745 instances (i.e., samples). 

Table 1. Attributes’ descriptions. 

S. No Attributes Description 

1 alx Acceleration from the left-ankle sensor (X-axis) 
2 aly Acceleration from the left-ankle sensor (Y-axis) 
3 alz Acceleration from the left-ankle sensor (Z-axis) 

4 glx Gyro from the left-ankle sensor (X-axis) 

5 gly Gyro from the left-ankle sensor (Y-axis) 
6 glz Gyro from the left-ankle sensor (Z-axis) 

7 arx Acceleration from the right-ankle sensor (X-axis) 
8 ary Acceleration from the right-ankle sensor (Y-axis) 

9 arz Acceleration from the right-ankle sensor (Z-axis) 

10 grx Gyro from the right-ankle sensor (X-axis) 
11 gry Gyro from the right-ankle sensor (Y-axis) 

12 grz Gyro from the right-ankle sensor (Z-axis) 
13 Activity Corresponding activity 

14 Subject Volunteer subjects (1 – 9) 

The ten volunteers generate a lot of data (i.e., instances) and the data is communicated to the authorized 

entity. The hyperparameter tuning of the ORSDDSPNL-SDC technique is considered such that the value 
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of learning rate used is 0.1, the number of hidden layers is 3, the number epochs is 10, the weight is 1.0 

and the bias is 0.1 in the ranges of a network trained, 10 cross-validations are used to solve the 

overfitting/underfitting, imbalance problems. The steepest descent is a first-order iterative optimization 

algorithm to minimize the loss as quickly as possible. 

5. RESULTS AND DISCUSSION

In this section, the performances of the proposed ORSDDSPNL-SDC technique and existing HBRSS 

[1], TCFDL [2] and deep learning and IoT-based data processing frameworks [3] are discussed with 

different metrics, such as classification accuracy, error rate and classification time and space complexity. 

The performance in terms of these parameters is analyzed with the help of a table and a graphical 

representation.  

Classification accuracy: It is calculated as the proportion of cloud users who are correctly classified as 

authorized or unauthorized users to the total cloud users. The measure of accuracy is mathematically 

expressed as follows: 

𝐶𝐴 = (∑
𝐶𝑈𝐴𝐶

𝐶𝑈𝑖

𝑛
𝑖=1 ) ∗ 100 (8) 

where, 𝐶𝐴 denotes the classification accuracy and is estimated based on the number of cloud users ‘𝐶𝑈𝑖’

and the number of cloud users accurately classified ‘𝐶𝑈𝐴𝐶’ in the simulation. It is expressed as a

percentage (%). 

Error rate:  It is measured as the ratio of cloud users that are incorrectly classified to the total number 

of cloud users taken as input. This error rate during the classification is expressed as follows: 

𝐸𝑅 = [∑
𝐶𝑈𝑤𝐶

𝐶𝑈𝑖

𝑛
𝑖=1 ] ∗ 100 (9) 

where, ‘𝐸𝑅’ denotes the error rate, 𝐶𝑈𝑤𝐶 denotes the cloud users wrongly classified and 𝐶𝑈𝑖 represents

the number of cloud users.  It is measured in terms of a percentage (%).   

Classification time: It is defined as the amount of time consumed by the algorithm for classifying 

authorized and unauthorized users to perform secure communication. The following is a mathematical 

definition of the classification time: 

𝐶𝑇 = ∑ 𝐶𝑈𝑖 ∗ 𝑇𝑖𝑚𝑒 [𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛]𝑛
𝑖=1 (10) 

where, 𝐶𝑇 indicates the classification time, 𝐶𝑈𝑖 represents the number of cloud users and time
[𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛] denotes the time consumed in classification. It is quantified in milliseconds (ms). 

Storage overhead: It is defined as how much memory the algorithm uses to classify authorized and 

unauthorized users when performing secure communication. The total amount of space consumed is 

calculated as follows: 

𝑆𝑂 = ∑ 𝐶𝑈𝑖 ∗ 𝑀𝐸𝑀 [𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛]𝑛
𝑖=1 (11) 

where, 𝑆𝑂 indicates storage overhead, 𝐶𝑈𝑖 denotes the number of cloud users and 𝑀𝐸𝑀 denotes the

memory space consumed for classification. It is measured in terms of Megabytes (MB). 

Figure 4 compares the classification accuracy of three different methods; namely, ORSDDSPNL-SDC, 

existing HBRSS [1], TCFDL [2] and Deep learning and IoT-based data processing frameworks [3] to 

several cloud users. Based on the classification, user authentication is performed for secure data access 

from the server. This significant enhancement of the ORSDDSPNL-SDC is verified through statistical 

estimation. As illustrated in Figure 4, increasing the number of cloud users causes a slow decrease in 

classification accuracy. This is because by increasing the number of cloud users, cloud users being 

classified accurately for secure data communication also gets deteriorated. This in turn causes a small 

decreasing trend in classification accuracy also. In the first iteration, we'll use 10000 cloud users to run 

our experiments. The accuracy of classifying authorized or unauthorized users using ORSDDSPNL-

SDC is obtained as 99.65%. On the other hand, the accuracy of identifying authorized or unauthorized 

users by applying [1] and [2] is 98.1% and 98.8%, respectively. Likewise, different performance results 

are observed for each method. Overall, the observed results show that using ORSDDSPNL-SDC 

improves classification accuracy by 6% when compared to [1], 4% when compared to [2] and 5% when 

compared to [3]. 
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Figure 4. Comparison according to classification accuracy versus the number of cloud users. 

Figure 4 depicts a comparison of classification accuracy for 100000 different cloud users. The figure 

shows that the number of cloud users is input in the x-axis and the overall performance results of 

classification accuracy are received in the y axis. According to Figure 4, the proposed ORSDDSPNL-

SDC technique provides superior performance of classification accuracy as compared to HBRSS [1], 

and TCFDL [2] and deep learning and IoT-based data processing frameworks [3]. The existing TCFDL 

was employed to investigate security. But, maximum accuracy is achieved as a difficult issue in AI-

enabled IoT. Contrary to existing works, orthogonal regressed steepest descent multilayer deep 

perceptive neural learning is utilized to enhance accuracy. This is owing to the cloud server 

authenticating the user ID with the already stored ID of that particular user at the time of registration. 

The verification is performed using the orthogonal regressed steepest descent multilayer deep perceptive 

neural learning. The orthogonal regression is applied to find the authorized users by using Szymkiewicz–

Simpson coefficient. The Szymkiewicz–Simpson coefficient matches the user ID. The max-out 

activation function analyzes the similarity coefficient values and returns the classification result. Finally, 

the authorized user or unauthorized user classification results are getting more accurate at the output 

layer than in the existing methods. 

The experimental results of the error rate for various categorization outcomes using three methods; 

namely, ORSDDSPNL-SDC, HBRSS [1] and TCFDL [2] and deep learning and IoT-based data 

processing frameworks [3] are shown in Figure 5. The observed results indicate that the overall 

performance of ORSDDSPNL-SDC technique is found to be minimized when compared to the other 

existing approaches; HBRSS [1] and TCFDL [2] and deep learning and IoT-based data processing 

frameworks [3]. This is proved through statistical examination. Let us consider 10000 users for 

calculating the error rate. By applying the ORSDDSPNL-SDC technique, the observed error rate 

is 0.35%. By considering [1], [2] and deep learning and IoT-based data processing frameworks [3], the 

observed error rates are 1.9%, 1.2% and 1.2%, respectively. Totally ten diverse results are observed for 

each method. The observed results of the ORSDDSPNL-SDC technique are compared to the existing 

methods. When compared to the existing methods, the obtained comparison result shows that the 

average error rate using the ORSDDSPNL-SDC technique is reduced by 71%, 64% and 66%, 

respectively. Figure 5 depicts the graphical representation of the ORSDDSPNL-SDC technique as well 

as of the three methods. 

Figure 5 presents the result comparison of error rate versus the number of cloud users using different 

methods. However, the experiment is carried out with the number of 100000 cloud users to compute the 

error rate during the classification.  From this result, the error rate using ORSDDSPNL-SDC technique 

was said to be reduced upon comparison with [1], [2] and deep learning and IoT-based data processing 

frameworks [3]. The reason behind the minimum error rate using ORSDDSPNL-SDC was owing to the 

application of the steepest descent function. After classification, the steepest descent function is applied 

for updating the weight between the layers of the multilayer deep perceptive neural learning classifier. 

As a result, the error rate of cloud user classification is minimized.  
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Figure 5. Comparison according to error rate versus number of cloud users. 

Figure 6  illustrates the classification time using different methods; namely, ORSDDSPNL-SDC, 

HBRSS [1], TCFDL [2] and deep learning and IoT-based data processing frameworks [3]. From the 

observed results, the ORSDDSPNL-SDC technique decreases the classification time when compared to 

existing techniques. For example, with 10000 cloud users, the classification time using the 

ORSDDSPNL-SDC was observed at 3960𝑚𝑠, whereas the classification times using [1] and [2] are 

6100𝑚𝑠 and 5500𝑚𝑠. Similarly, different performance outcomes are obtained with each technique. 

The overall observed ORSDDSPNL-SDC results are compared to the results of existing methods. 

Ultimately, the mean of compared data reveals that the classification time using ORSDDSPNL-SDC 

technique is increased by 31% when compared to [1], 23% when compared to [2] and 13% when 

compared to [3]. 

Figure 6. Comparison according to classification time versus the number of cloud users. 

Figure 6 reveals the graphical representation of classification time for the different techniques for 

100000 users. The graphical illustration implies that an increase in cloud users will lengthen the time 

required for classification. According to the evaluation's data, using the ORSDDSPNL-SDC reduces 

classification time compared to the existing [1], [2] and deep learning and IoT-based data processing 

frameworks [3], respectively. In traditional IoT systems, sensed data was often uploaded to the cloud 

that was examined with CFD. But, the data transmission causes a high classification time. The reason 
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behind this improvement is to perform the cloud user registration.  In the ORSDDSPNL-SDC technique, 

the cloud users first register their details to the server for storing the data collected from the IoT device. 

After the registration, the cloud server generates the user ID and password for further processing. When 

the users access their data, the server identifies the users as authorized or unauthorized for secure data 

communication. Initially, the users' details are registered and then the server collects the data from the 

registered user. Then, classification is performed using deep learning with the help of the Szymkiewicz–

Simpson coefficient by matching the ID of the user. Then, the max-out activation function returns the 

authorized and unauthorized user classification results. This process minimizes the time consumption 

of cloud user classification.    

Figure 7. Comparison according to storage overhead versus the number of cloud users. 

The performance analysis of the storage overhead using the different methods ORSDDSPNL-SDC, 

HBRSS [1], TCFDL [2] and deep learning and IoT-based data processing frameworks [3] is shown in 

Figure 7. The observed results indicate that the performance of memory consumption of the 

ORSDDSPNL-SDC technique is relatively minimum compared to the existing methods. With the 

consideration of 10000 users, the memory consumption to perform classification was found to be 

21 𝑀𝐵. However, the memory consumption of existing [1] and [2] was found to be 28𝑀𝐵and 25 𝑀𝐵. 

The observed results indicate that the ORSDDSPNL-SDC technique reduces memory consumption. The 

overall results of memory consumption are compared to the previous findings after getting the ten 

results. In comparison to [1], [2] and [3], the comparison analysis shows a 15%,17% and 11% reduction 

in the approved user classification's memory use, respectively. Cloud storage, as well as cloud services, 

offer stronger computing power as well as distributed computing ability for IoT users at a lesser cost. 

But, the security problems of the cloud limit the growth of cloud computing and storage. The reason 

behind reducing memory consumption is applying orthogonal regressed steepest descent multilayer deep 

perceptive neural classifier. The proposed classifier accurately classifies the user as authorized or 

unauthorized with lesser memory consumption. 

Figure 8. Training and testing accuracy vs. epochs.    Figure 9. Training and testing loss vs. epochs. 
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In classification, data is used for divided into two parts; one for training and the other for testing. The 

training’s accuracy will be higher than the testing’s accuracy. In addition, the training’s loss will be 

smaller than the testing’s loss. The accuracy and loss are estimated in terms of percentage (%). 

Figure 8 and Figure 9 show the impact of accuracy and loss along with the epoch using the Mobile 

HEALTH dataset. An epoch is taken in the horizontal direction, while accuracy and loss are observed 

at the vertical axis. As shown in the graphical chart, there are two various colors of lines such that blue 

and brown indicating the two parts; namely, training and validation, respectively. 

6. CONCLUSION

While the Internet of Things (IoT) strengthens the viability of consumers in cloud environments, a lack 

of security practices raises the potential risks of protecting sensitive user data. One essential capability 

of big data communication is the use of IoT devices to secure data transmission. Therefore, a novel 

technique called ORSDDSPNL-SDC is introduced for guaranteeing secure communication by 

identifying the authorized cloud users to access the services from the cloud. The cloud users register 

their details to the server for accessing the various services from the cloud. The server creates a new ID 

and password for each user in the cloud. The data is then sent to the cloud server for storage by the cloud 

user. After that, the orthogonal regressed steepest descent multilayer deep perceptive neural learning is 

employed in ORSDDSPNL-SDC to analyze the receiver ID with the registered ID based on 

Szymkiewicz–Simpson coefficient. The Maxout activation function correctly classifies the user as 

authorized or unauthorized based on the similarity coefficient result. To minimize the error, the steepest 

descent function is then employed, increasing the classification accuracy of the users. In this way, 

ORSDDSPNL-SDC performs secured communication with authorized cloud users. The comprehensive 

experimental assessment is carried out using different performance metrics, such as classification 

accuracy, error rate, classification time and storage overhead versus the number of cloud users. The 

quantitative analysis confirms that the ORSDDSPNL-SDC technique has achieved higher accuracy of 

user classification with lesser time consumption as well as storage overhead when compared to other 

conventional methods.   
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 ملخص البحث:

ياععععا  ييمععععدياد اععععر ياهزةععععرني   عععع  ي هز هعععع  ٍ عععع   يمعععع يات  رهععععريي يار كععععيا الأشعععع رتمياععععز كييات ععععليٍ  ععععريا

ي عععععحر ى ي تععععع يويحزعععععرييات  رهعععععريياتزعععععىياعععععز كي    عععععرياتععععع ييحعععععلا ا ياعععععىي  عععععرديات عععععر   ياتسك مسعععععز  ا

يه ععععع يات  رهعععععريياععععع عععععحر يي ااتعععععهيياعهز هععععع يااا ععععع يات لاعععععليمععععع ي رهععععع،يفتعععععلمياعععععت ك ىي  ئعععععيياتس 

ي رت  رهععععععرييي   عععععع ريات  رت ععععععيياععععععىيم ععععععر ي عععععع يات ععععععر ك اتزك لاععععععلاي يومععععععديفتععععععلياععععععت يناعععععع ييالأمع

عععععع  ي  ياعععععع فياتاننععععععييي ععععععلةياتعععععع يانزعععععع ا يي   ععععععييم ز عععععع  ييمتعععععع ايالايك ععععععر ي رت  رهععععععريياتاك اععععععت ك

ععععع  يري فييز عععععا ياتزك   عععععييات  ز  عععععييمععععع ي ععععع  يم ا ععععع ياعععععى ي ععععع يات  رهعععععريياتاك تكح عععععر يمكععععع ي مع

اتزكسعععععععع   ميواتزكح يععععععععديمعععععععع ياااععععععععييات سععععععععز ل ميوات ك عععععععع يا معععععععع يتك  رهععععععععري يويز  عععععععع ياتزك   ععععععععيي

ي مكعععععع يودمعععععع ياي نعععععع يم رنهععععععيي رتزك   ععععععرييات يات  ز  ععععععيي لنكععععععيا زععععععىييعععععع كياتععععععز لام رياععععععىي ناتععععععريا

يي  ا عععععى  ععععع ييتعععععر  ي  يي  ا عععععىيويا عععععا يات سعععععز ل ي ت ععععععر ينمععععع ا ا عععععا يات كمعععععر ي   رنهزععععع ي ععععع ن ا

ت  ي م ععععع ك ياعععععىي  عععععرديات عععععر   ميم عععععرياعععععس كدياتععععع يي ععععع   ياتسعععععز لم  ياتععععع يمسعععععز لم  يم عععععاك

يمععععع يات اامععععع ميوم  عععععر ي نعععععيياتزك ععععع   ميواتععععع م يمكععععع يمعععععل ا ت  مي  عععععرتل  يوآعععععع ا يخ ععععع يم عععععا 

اياعععععىياتزك ععععع   ميوم عععععل  يات هعععععة يونعععععلي   ععععع ياتزك  ععععع  يه رمعععععيياتزك   عععععييات سعععععز ل ميياعععععىي ات سعععععزف  

مي يوم ععععلك يعهععععةي نعععع ك ي مكعععع يودمعععع يي عععع   ي نعععع ك اعععع ايات حعععع يمعععع ي  عععع ييح  ععععدي نكععععييي عععع   ا

يم رنهيلي رتهك ايات ر  يياتزىياتز  لم ياىي ناتريي ع ى 
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 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق PSUTجامعة الأميرة سمية للتكنولوجيا )وتنشر تحتضن 

المجلة وطباعتها وتوزيعها والبحث عنها  دعم البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

فريق دعم هيئة التحرير

ادخال البيانات وسكرتير هيئة التحرير المحرر اللغوي 

ياد الكوز      حيدر المومني   اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص 

] Creative Commons Attribution[ )/http://creativecommons.org/licenses/by/4.0( 

عنوان المجلة

 www.jjcit.org الموقع الاإلكتروني:

 jjcit@psut.edu.jo البريد الاإلكتروني:

جامعة الاميرة سمية للتكنولوجيا، شارع خليل الساكت، الجبيهة، عمان، الأردن. العنوان:

 الأردن 11941عمان  1438 صندوق بريد:

 5359949-6-962+ هاتف:

 7295534-6-962+ فاكس:

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.worldcat.org/search?qt=worldcat_org_all&q=jjcit
https://www.base-search.net/Search/Results?lookfor=JJCIT&name=&oaboost=1&newsearch=1&refid=dcbasen
https://scholar.google.com/citations?user=88ospLoAAAAJ&hl=en


VOLUME 09

omputers and Information Technologyالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات

NUMBER 01العدد ١المجلد ٩آذار ٢٠٢٣

مجلة علمية عالمية متخصصة تصدر
بدعم من صندوق دعم البحث العلمي والابتكار

An International Peer-Reviewed Scientific Journal Financed
by the Scientific Research and Innovation Support Fund

صندوق دعم البحث العلمي والابتکار
Scienti�c Research and Innovation Support Fund

صندوق دعم البحث العلمي والابتکار
Scienti�c Research and Innovation Support Fund

AN EARLY DETECTION MODEL FOR KERBEROASTING A�ACKS AND DATASET  
ABELING

Remah Younisse, Mouhammd Alkasassbeh, Mohammad Almseidin and Hamza Abdi

A THREE-BAND PATCH ANTENNA USING A DEFECTED GROUND STRUCTURE  
OPTIMIZED BY A GENETIC ALGORITHM FOR THE MODERN WIRELESS MOBILE  

TIONS
Khadija Abouhssous, Layla Wakrim, Asmaa Zugari and Alia Zakriti

EFFECTIVENESS OF ZERO-SHOT MODELS IN AUTOMATIC ARABIC POEM GENERATION
Mohamed El Ghaly Beheitt and Moez Ben HajHmida

2 INTERPRETING THE RELEVANCE OF READABILITY PREDICTION FEATURES
Safae Berrichi, Naoual Nassiri, Azzeddine Mazroui and Abdelhak Lakhouaja

A DEEP DECISION FORESTS MODEL FOR HATE SPEECH DETECTION
Kennedy Malanga Ndenga

ORTHOGONAL REGRESSED STEEPEST DESCENT DEEPPERCEPTIVE NEURAL LEARNING  
FOR IoT-AWARE SECURED BIG DATA COMMUNICATION
S. L. Swapna and V. Saravanan

عنوان البحث الصفحات 
نموذج للكشْف المبكرّ عن الهجمات التي تهدف الى كسرْ كلمة السرّّ للوصول الى البيانات ووسْم   ١ - ١٠

مجموعات البيانات

رماح يونس، محمد الكساسبة، محمد المسيعدين، و حمزة عبدي

هَوائي ذو رقْعةٍ ثلاثي النطّاقات باستخدام بنِية أساس مشوّهةٍ تتمّ أمثَلتَُهُ بواسطة خوارزمية جينية  ١١ - ٢٠

للتطّبيقات اللاّسلكية المتنقلة الحديثة

خديجة أبو حسوس، ليلى واكريم، اسماء زوغاري، و عالية زكريتي

عر العربي فاعلية نماذج صِفرية الرمّية في التوّليد الأوتوماتيكي للش¾  ٢١ - ٣٥

محمد الغالي بهِيت، و مُعزّ بن حاج حميدة

مات المميزّة للنصّوص ومقروئيتها في نماذج توقّع المقروئية لة بين الس¾ تفسير وثاقة الص¾  ٣٦ - ٥٢

صفاء بريشي، نوال ناصري، عز الدين مزروعي، و عبد الحق لاخوجا

نموذج للكشْف عن خِطاب الكراهية على منصّات التوّاصل الاجتماعي  ٥٣ - ٦٢

كيندِي مالنِغا ندنغا

نظام مقترح لضمان أمن البيانات عند انتقالها في إنترنت الأشياء عبر فَرْز المستخدِمين  ٦٣ - ٧٥

س. ل. سوابنا، و ف. سارافانان


	0.0-Vol.9-No.1-English coverpage
	0.1-JJCIT-General Information
	1-DOI 10.5455-jjcit.71-1661423262
	2-DOI 10.5455-jjcit.71-1667052517
	3-DOI 10.5455-jjcit.71-1666660323
	4-DOI 10.5455-jjcit.71-1667559201
	5-DOI 10.5455-jjcit.71-1667394363
	6-DOI 10.5455-jjcit.71-1669807150
	7-Inside Arabic Cover
	8-Vol.9-No.1-Arabic Coverpage



