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ABSTRACT 

In massive multi-agent systems that are used to model some complex systems, emergence is a key feature that 

allows to model high-level states of such systems. According to this perspective, the work we introduce in this 

paper entails the handling of emergence in massive multi-classifiers that we consider as complex systems. We aim 

to build a collaborative system for supervised data classification that we expect to provide better performance, 

compared to conventional classifiers. Modeled as a multi-agent system, the massive multi-classifier is composed 

of a high number of agents that are interconnected according to a given neighborhood. Each agent plays the role 

of a weak classifier. At the micro-level, the elementary interaction between agents consists of combining their 

respective classification results. Every agent, according to the majority vote rule, combines its result with those of 

its neighbors by taking into account their respective performances. This process is iterated continuously in a cyclic 

manner within the neighborhood of each agent. Therefore, a complex dynamic will be created within the system. 

After a certain time, this complex dynamic stabilizes, allowing the exhibition of an emergent structure that will be 

observed at the macro-level and is considered as a consensual class prediction for the data we want to classify. 

Obtained experimental results and the comparison with conventional classifiers show the potential of the approach 

to enhance classification and to be an alternative for classifier combination and aggregation. 

KEYWORDS 

Collaborative classification, Complex system, Emergence, Multi-agent system. 

1. INTRODUCTION

In automatic data classification, precision is a crucial aspect. Enhancing precision still remains an open 

issue. Since the First classifiers were proposed —which were simple and acted individually—, their 

accuracy has continued to increase asymptotically. We can see that there are many research works 

proposing new approaches to achieve more powerful classifiers [1]-[3]. Moreover, since the volume and 

dimensionality of data to be processed are increasing, it has become necessary to design and use more 

complex and sophisticated classifiers to process the data [4]. The collaboration of classifiers was among 

the former approaches, but also the most used to overcome the complex data classification problem. 

Such approaches propose collaborative architectures by combining multiple classifiers using various 

schemes [5]. Parallel and series combinations are both trivial schemes that make collaborate classifiers. 

According to the state-of-the-art in the field of classifier combination, it has been demonstrated that the 

combination of classifiers according to different schemas can produce better results compared to those 

obtained by the classifiers considered separately [6]-[9]. 

Since automatic classification of data is often involved in data processing systems, looking for and 

reaching acceptable accuracy in such systems remain an important need. So, it remains always necessary 

to propose new architectures of classifier combinations. Indeed, the complexity of processed data and 

their huge volumes often hide complex patterns and relationships, where classical Multi-Classifier 

Systems (MCSs) based on simple combinations cannot be considered to elucidate such relationships and 

patterns. So, we believe that the use of diversity provided on one hand by the multiplicity of 

classification algorithms and on the other hand on the diversity within the sets of training data, allows 

us to propose new unconventional and more sophisticated MCSs to deal with complex data [10]-[11]. 

Furthermore, in order to take advantage of the large volumes of training data, it is not appropriate to use 

multi-classifiers with a low number of elementary classifiers. Indeed, if the volume of training data 

assigned to each classifier is big, then it results in some conventional classification flaws, such as over-

fitting and lack of generalization [12]. Therefore, it is necessary to conceive massive multi-classifiers 

mailto:zouzi@umanis.com
mailto:malangalanga@dkut.ac.ke
mailto:cyril.derunz@univ-tours.fr
mailto:herman.akdag@univ-paris8.fr
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that can handle large masses of training data and have good performance in terms of generalization and 

accuracy. Moreover, the volume, variety and velocity properties with which big data are often defined 

represent challenges in the field of data mining [13]. According to our point of view, these factors 

increase the complexity of the system and diversity of classifiers. These are actually the two key aspects 

in the proposed MCS. 

However, with a massive multi-classifier that consists of hundreds or even thousands of elementary 

classifiers, we cannot adopt conventional combination schemes, such as parallel or serial. It is therefore 

necessary to propose new collaborative architectures of classifiers that allow the use of a large number 

of elementary classifiers ensuring a coherent and parsimonious integration of the involved classifiers. 

Indeed, classical combinations of elementary classifiers through serial, parallel or hybrid combinations 

have not resulted into efficient classifiers, particularly when they are used in the context of big data. 

This is also true with classifier aggregation, such as boosting and bagging. In such a context, the classical 

techniques for classifier combination do not carry the high diversity of data. They also do not allow 

enough interaction between the elementary classifiers in order to produce a consensual classification. 

Furthermore, classical combination of classifiers and their aggregation cannot be used with massive 

multi-classifiers that involve hundreds or thousands of elementary classifiers. This is because it would 

be hard to ensure an explicit interaction within such large sets of interacting elements. 

Emergence is an inherent property of complex systems. Despite its wide scientific use, the concept of 

emergence is not defined unequivocally, since it is used differently depending on the discipline. 

However, the concept of emergence can be defined as the appearance of a new property of the system 

at a higher level of observation, called macro-level; this phenomenon results from a dynamic interaction 

among entities at a micro-level of a complex system. Several computational paradigms are used to model 

complex systems [14]. Such systems are characterized by a large number of entities that locally interact 

producing a complex dynamic environment that in turn leads to emergent properties within the system. 

In this work, we propose an architecture of massive multi-classifier system that simulates a complex 

system. Each element in such a system represents a classifier located in a neighborhood of other 

classifiers and with which it interacts, exchanging data and decisions (the labels of the data point). Thus, 

a dynamic environment is created within the system which consists of perpetual exchange of information 

among classifiers located in neighborhoods. After a certain time, this leads to spreading of emerging 

decisions in the entire system. 

Within a given neighborhood, classifiers proceed with a classical parallel combination with weighted 

majority voting [15]. Then, the decision taken by the agent at the center of its neighborhood is adopted 

by all the classifiers that are in the same neighborhood. Each agent will do the same work considering 

the neighborhood to which it belongs. Such collaborative approach can be considered as a scale-up of 

the classical combination and aggregation of classifiers. This allows involvement of a high number of 

elementary classifiers ensuring a dynamic way of making them interact resulting into a consensual 

classification. 

The complex massive multi-classifier system is modeled as a Multi-Agents System (MAS) [16], where 

each agent has its own different classifier and interacts with neighboring agents. The interaction consists 

of exchanging decisions within the same neighborhood. A given agent combines the decisions of its 

neighbors with its own decision, then spreads in its neighborhood the result of the combination. In such 

a system —which is complex considering the large number of its interacting elements and the 

heterogeneity of the data—, we expect that a complex dynamic environment will result and lead —in 

the manner of self- organized systems— to the emergence of a structure within the system. This structure 

consists of clusters of neighboring classifiers’ agents which have reached a consensus of classification 

(labeling). The ideal case is when a single cluster of agents having a global consensus emerges such that 

the cluster is composed of all the agents of the system. According to such a massive classification 

approach, the high volume and complexity of big data are well dealt with. The resulting classification 

method can be easily parallelized and implemented in cloud and high-performance computing systems. 

The remainder of the paper is organized as follows: In Section 2, we provide a review of the literature 

concerning both collaborative systems of multi-classifiers and some emergence-based systems. This 

allows us to discuss various aspects of the emergence in complex systems. Section 3 is devoted to the 

proposed system in which we start by presenting its architecture and its components. Next, we show 

how the complex dynamic environment is created in the system and how structures emerge, representing 
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the classification result observable in the system. In Section 4, we present the experimentation of our 

system by describing the experimental protocol, obtained results, analysis of the results and discussion. 

Finally, we conclude in Section 5 by summarizing our findings and highlighting some perspectives for 

this work. 

2. RELATED WORK

As far as we know, few works have exploited emergence in the field of data mining. In fact, in such 

works, there are multiple challenges. For instance, it is a challenge to set local elements and patterns of 

interaction between elements so as to ensure the exhibition of an emerging phenomenon. On the other 

hand, it is also a challenge to detect and exploit an emerging phenomenon when it exists in a given 

outcome. 

In the field of sociology, an agent-based modeling approach has been proposed by Y. Chen et al. in [17]. 

This modeling aims to study the concept of social capital; i.e., the benefits obtained by individuals 

through social interactions. These benefits can emerge in the form of social support, camaraderie, 

solidarity, influence …etc. This social capital should be measured in terms of the emerging structural 

properties generated by the links between homogeneous and like-minded individuals. In another work 

[18], the authors proposed a general framework based on social capital games for studying social 

structural pattern emergence. 

A more general framework for the specification and simulation of emergence-based systems modeled 

as multi-agent systems was proposed by O. Paunovski et al. in [19] to control self-organized systems 

with emergence. They aimed at identifying in such systems some events specific to emergence and 

studying the causal relationships between the micro and the macro-levels in these systems. The proposed 

framework, which is software engineering-oriented, proceeds in two phases: In the first phase, the user 

proceeds by sequential and iterative refinement of the agent-based model, in order to ensure that the 

expected global behavior will be reached. This phase aims to detect some local elements that can 

influence the overall behavior of the system. In the second phase, a statistical correlation analysis allows 

to test if an emergence decision is observed within the system or not. Such observations allow the user 

to review some elements of the system in order to restart new modeling and simulation. 

In a previous work, the same authors proposed a fuzzy approach for determining the herd forming in 

multi-agent system-based simulations [20]. The fuzzy reasoning is used to calculate mainly two values 

specific to individuals and groups within the system. The first expresses the membership of the 

individual to a given group and the second expresses the cohesion of this group. 

In the tagging field, V. Robu et al. have studied the dynamic of tagging created in a collaborative system 

and how categorization patterns emerge from this activity [21]. In such systems, consensus on tags is 

reached and expressed as tag frequencies that follow a well-defined distribution law. From this, some 

structures emerge within the tagging system represented as graphs. The correlations within these graphs 

are used to extract tag vocabularies by partitioning them into sub-graphs formed by each of the correlated 

tags. The authors used the Kullback-Leibler distance for measuring the convergence of tag distributions. 

When this distance is close to zero, the convergence is assumed to have been reached. The time to be 

allocated to the system to reach a steady state, expressed by the number of tags produced for a given 

site, was also discussed. At the convergence of the tagging dynamic, the sub-graphs are constructed 

using a similarity criterion. Emerging vocabulary tags are then identified by using community detection 

algorithms. 

To deal with problems related to data flow analysis in multimedia wireless sensor networks, Wang et 

al. proposed in [22] an agent-based model of a collaborative system for the classification of intruder 

targets, where audio information is collected by sensors and processed by statistical methods. Next, a 

step of classification of the characteristics of these data streams allows to provide the class of the 

observed target. To perform these treatments, multi-agent negotiation mechanisms preserving energy, 

which is an essential aspect in sensor networks, are specially designed to distribute the classification 

tasks among agents using the auction protocol. Individual decisions are combined in the manner of 

classical Multiple Classifier Systems (MCSs) in order to extend the life of the network and efficiently 

conduct the collaborative processing. 

Among the possible schemes to implement a massive MCS, overcoming the problems associated with 
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the complexity of very large data, R. Mazouzi et al. proposed in [23] an architecture of a massive MCS 

modeled as a MAS and as an acquaintance network. In this system, the training data is distributed across 

a diversified set of classifier agents. Each agent is situated on a node of the network and is surrounded 

by a set of neighboring agents. The classification process begins with the arrival of the data to classify 

on a central node. The latter distributes the data across a set of agents designated according to their 

availability. Each agent labels the data to classify and combines the result with those of the agents in its 

neighborhood. In order to increase the accuracy of the system, the number of the classifiers involved in 

the combination can be increased by expanding the neighborhood (considering neighbors of neighbors). 

Recently, Maystre et al. [24] have proposed a method to make several users interact in order to 

collaboratively classify a set of items assuming that the labels are corrupted by noise. Their method is 

based on a structured probabilistic model that relates the interaction user-item and the noisy labels to 

the items to classify. Such interaction allows collaboration within the set of users in order to infer the 

correct label of a given item. In order to classify data streams in the context of Internet of Things, Sun 

et al. [25] proposed a Misclassification-Aware Collaborative Classification Algorithm (MACCA) that 

makes two modules to collaborate: the misclassification judgment module and the decision one. Such a 

strategy is proposed as an alternative of the vote technique, which is considered as degrading results by 

the authors. 

There are few systems that use MAS-based architectures for constructing multi-classifiers. The works 

proposed according to this paradigm aim at generating new schemes for combining classifiers, different 

from conventional schemes, based on the simple serial and/or parallel combination. However, no system 

to our knowledge has addressed the problem from the point of view of complex systems, where 

emergence can be exploited to differently represent the classification results. 

3. A COMPLEX SYSTEM FOR DATA CLASSIFICATION

3.1 Overview 

We propose in this paper an emergence-based approach for supervised classification. The approach 

involves using a complex system paradigm modeled as a multi-agent system with the aim of building a 

massive multi-classifier for classifying large and complex data. So, the proposed system can be used in 

the context of Big Data. The multi-agent system consists of a large number of agents organized in a 

neighborhood system, where each agent is located within several neighbors’ agents. The neighbors’ 

agents number varies within a given range. An agent has knowledge about its neighbors and is able to 

interact with them. It also has a classifier, trained by a dedicated training data subset. 

After the training phase of all the classifiers —in order to have the most possible diversified classifiers 

by using different training subsets—, the system is ready to receive the data item to be classified. The 

latter, when available, is delivered to all agents in the system. For centralized implementation of the 

proposed system, this is done immediately by initializing the data to classify among all agents. For a 

physical distributed implementation, a delivery mechanism must be considered. It may consist in placing 

the data on any agent, then allowing agents to deliver to their neighbors. Thus, the data is progressively 

propagated in the system and finishes by reaching all the agents. 

An agent begins with classifying a data point using its own classifier. Then, cycle after cycle, it 

reclassifies the data point, considering the results of classification provided by its neighboring agents. 

The reclassification consists of a combination of local results, taking into account the accuracy and the 

performance of every classifier involved in this combination. For this, the classification method adopted 

shall allow to re-inject results of the previous classification as prior knowledge to the new classification. 

Considering a given neighborhood, the classification is performed in this neighborhood according to the 

classical parallel combination with weighted majority vote [26]. The result of the combination may be 

considered by the agent in question or not, according to the certainty of classification and the 

performance of neighboring classifiers. 

According to this pattern of interaction, classification results in a given neighborhood can spread in the 

system, because a neighbor agent is in turn a neighbor to other agents in other neighborhoods. The 

propagation evolves according to the quality of classification. Indeed, if the data point is well classified, 

then there is a tendency that the neighboring agents spread the result beyond the neighborhood. 
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However, if the classification quality is lower, there is a tendency that the agents beyond the 

neighborhood reject this result. The fact of repeating such interactions leads to creation of a complex 

dynamic environment and after a given time, the dynamic stabilizes on emerging patterns, representing 

the overall result of classification within the whole system. Ideally, a cluster of the majority of the agents 

producing the same result is formed. In other cases, separate clusters can be formed and a decision 

mechanism must be expected on how the result of classification must be retrieved. The worst situation 

happens when a cyclical dynamic environment —on the edge of chaos— remains in the system. In this 

case, no overall result can be observed and considered. 

3.2 The Classifier Agent 

It represents the basic element of the system the task of which is to classify the data presented at the 

input and interact with its neighbors in order to lead the system to a global consensus in terms of 

classification. The interaction consists of exchanging the classification results by sharing its own results 

and receiving the results of its neighbors, then combining them according to a given method of 

combination. Figure 1 shows the architecture of the used agent. The agent has two roles: 

3.2.1 Training 

The agent proceeds to train its classifier by using a training sub-set extracted by random sampling 

from a global training dataset. Let DS be the overall training dataset. By using statistical sampling, DS 

is partitioned into N sub-sets DSi, i = 1..N. 

The sampling method is based on some probability distribution selected according to the size of the 

overall training dataset, the nature of data it contains and the application field. In our case, DS is 

homogeneous; so, the uniform probability law may be used for its stochastic partitioning (Algorithm 1). 

Algorithm 1 sampler 

procedure    Sampler(DS, N)   ▷ dataset and agents’ count 

k ←
M

for i ← 1, N do ▷ for each agent 

DSi ← ϕ 

for i ← 1, N do ▷ for each sample 
P r ← Random 
idx← M · P r 

DSi ← DSi ∪ DS[idx]

end for 

end for 

end procedure 

We have considered "not disjunctive" sub-sets (sampling with replacement), so that the resulting sub-

sets overlap with each other. Therefore, the different agents will be close in terms of classification results. 

Indeed, two agents which share some elements in their respective training subsets tend to produce similar 

results, thus promoting consensus while computing. This allows controlling the degree of diversity in 

the set of classifiers, which in the extreme diversity case hinders the convergence of the dynamic within 

the system. 

3.2.2 Classification 

This role is performed by the agent in two steps: 

1) The calculation of the initial class, using its own classifier.

2) The re-calculation of the class using the classification results of neighbouring agents according

to a combination rule. This calculation is iterated while the dynamic of the system has not

been stabilized.

In order to be able to re-introduce the combination result in the subsequent calculation step, we opted for 

the Naive Bayesian classifier [27]. 

Let k classes C1, ..., Ck  and X be the data point to classify; the class to consider, i.e., Label, corresponds 



117

"Consensual Based Classification As Emergent Decisions in a Complex System", R. Mazouzi et al. 

to the Maximum A posteriori Probability (MAP), according to the Bayes probability law: 

𝑃(𝐶/𝑋) =
𝑃(𝑋/𝐶).𝑃(𝐶)

𝑃(𝑋)
       (1) 

In our case, P (X) is constant for the whole data, thereby maximizing P (C/X) is equivalent to maximizing 

P (X/C)·P (C) and in this case, the resulting class Label may be expressed as follows: 

𝐿𝑎𝑏𝑒𝑙 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑗,1..𝑘(𝑃(𝐶𝑗/𝑋). 𝑃(𝐶𝑗))      (2) 

This represents the initial calculation made by any agent in order to calculate the first probability vector 

according to the Bayes probability law. The agent, in subsequent cycles, should always keep a probability 

vector, which corresponds to the best classification, since the start of the calculation. 

Combination Rule 

The combination within a given agent uses the classification results from its neighbors’ classifiers. These 

classification results are considered by the agent in question as a probability vectors, where each one 

corresponds to a neighboring agent. Let 𝑃𝑟𝑗
𝑖(𝑋)

be the probability corresponding to the class Cj ,

calculated by the classifier i and let bi be the classifier weighting factor i, calculated from the error 

rate obtained at the training step using a test dataset. This weighting factor expresses the degree of 

importance of the classifier, compared to neighboring ones. 

𝑔𝑗(𝑋) = ∑ 𝑏𝑖 . 𝑃𝑟𝑗
𝑖(𝑋)

𝑖∈𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝐴)

 (3) 

By this expression, we calculate the elements of the probability vector corresponding to the combined 

weighted prediction according to the majority vote rule. After the calculation, the agent compares the 

quality of the new combination with that it keeps as the last better classification quality. The new 

classification combination is applied only if it is better than that stored at the agent. 

When the agent adopts a new vector of probabilities, it will use it as a vector of classes prior probabilities 

(P(C)) in the next calculation cycles. In both cases, the agent starts a new calculation cycle after waiting 

a given time, required to insure that its neighbors have performed their own cycles. 

The pseudo-code in Algorithm 2 represents the cycle (combining process) of an agent A: 

Let Pr(X) be the set of the vectors of probabilities corresponding to the agents neighboring the agent A 

and A.Prediction be its own vector. The following pseudo-code calculates the new probability vector as 

a result of combination with the neighboring vectors: 

Algorithm 2 Agent cycle 

procedure A.COMBINE(P r(X)) 

for j ← 1,      P rediction.size do 

gj (X) ← 0 

for i ← 1,       A.Neighbors do 

𝑏𝑖  . 𝑃𝑟𝑗
𝑖(𝑋)

end for 

end for 
P rMax ← argmax(gj (X)) 

if P rMax > argmax(A.P rediction) then 

A.P rediction = g(X) 

end if 

end procedure 

The class kept by the agent corresponds to the maximum of probabilities and its probability represents the 

quality of the classification of the data point X by the agent. Indeed, the latter updates its classification 

result according to the combination rule if and only if the new quality (MAP in the vector P rMax) 

is greater than the quality it keeps; namely, max(A.P rediction). 

Synchronization 

When an agent is about to carry out a re-calculation of combination, it invokes its neighbors to get their 
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classification results. It is possible that some of these agents may still have not achieved their current 

cycle since the last iteration. Hence, their results are the same as used by the agent in question during 

the previous cycle. But, even if that’s the case, this does not adversely affect the calculation. For the next 

iteration, the calculation will be carried out with the new results of neighboring agents when they are 

ready. 

3.3 The Multi-agent System 

As shown in Figure 2, the complex system is built as a massive multi-agent system. First, each agent 

within the system is trained by a randomly selected sub-set of the whole training data. At this stage, 

agents are independent, since they do not interact with each other. After agents are created and trained, 

the neighboring relations are randomly created, where each agent is linked to a set of other agents. This 

ensemble forms the local neighborhood, where decisions are shared and adjusted. After the dynamic 

environment of the system is stabilized, the emergent decision (final classification) is provided as an 

output of the whole system. In the next sub-sections, we provide further details of how such stages 

are initialized and executed in the multi-agent system. 

3.3.1 Creation 

A set of N agents are created to form the multi-agent system. Each agent; let it be A, at its 

initialization, selects a set of NVA agents that form its neighborhood. This number is arbitrarily 

chosen by the agent in question belonging to the interval [MinV,  MaxV] (Algorithm 3). The number 

of neighboring agents defines the density of acquaintances in the system, where the arbitrary choice of 

this number generates an asymmetrical system. The asymmetrical property allows the multi-classifier 

system to acquire the aspect of heterogeneity necessary to explore vast spaces of states in search of the 

best consensual classification. 

Algorithm 3 Create Neighborhood 

procedure         A.CreateNeighberhood(Agents) ▷ agents set 

A.Neighbors ← Φ 

NVA ← MinV + random(MaxV − MinV ) 

for i ← 1, NAA do 

idV ← 1 + random(Agents.size) ▷ agent id≠A.id 

A.Neighbors ← A.Neighbors ∪ {Agents(idV )} 

end for 

end procedure 

Figure 1. Agent structure.  Figure 2. System building.

3.3.2 Execution 

After the system is created, the data point to classify is submitted to all agents in the system. In the First 

step, each agent performs the initial classification of the data point using the Bayesian classifier, trained 

by its own training sub-set. Then, agents initiate a long interaction phase, where in each cycle, an agent 

carries out the re-classification of the data point by the combination of its result with those of its 

neighboring agents. This is repeated by all the agents of the system until a convergence of the system 
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dynamic occurs. This convergence is indicated by the fact that any agent maintains a steady state, 

expressed by the class that it holds and becomes constant over time. 

Figure 3 shows an example of an agent surrounded by its neighbors. The central agent A retrieves the 

classification results of a given data point X from the neighboring agents, respectively B, C, D, E and F. 

The calculated combination is kept within the agent A. The neighboring agents B . . . F, when they 

perform their cycles, retrieve in their turn the classification result of the agent A. 

3.4 Collaborative Classification 

The classification according to the presented scheme can be considered as consensual classification. 

Each agent is under the influence of two trends: 

 Its own classification (initial one), obtained from its local classifier and

 Its neighborhood, where the classification results are provided from other different classifiers.

Therefore, over time, some dominance in the system —in term of classification results— tends

to spread to the whole system.

Figure 3. Local interaction of an agent. 

The complex dynamic environment that is created and maintained over time in the system tends to 

converge to a stable state. This state represents a consensus of classification within the population of 

agents. The ideal case is that all agents are stabilizing on the same result. An alternative case is to have 

clusters of agents that led each one to the same classification result. Each cluster is naturally contiguous 

due to the local interaction of agents within their respective neighbors. Otherwise, the system remains 

in an unstable state, on the edge of chaos, where no even partial consensual results of classification can 

be observed. 

The classification thus made by consensus of classifiers, observed by the emergence of stable structures 

within the system, represents a compromise decision between the different agents. Indeed, it is certain 

that if a given data point that can be conveniently classified by some classifier does not necessarily get 

the same result with other classifiers, since they have different training sub-sets. The aim of our approach 

is to achieve the best compromise between the different agents of the system, so that agents which have 

contributed significantly through their classification quality dominate the final decision. In fact, there is 

a steady state in the space of states characterized by a low dynamic environment exhibiting the 

consensual classification. This is considered as the objective function to be optimized. 

3.5 Convergence of the Complex Dynamic and Emergence of Consensus 

The complex dynamic environment, in the sense of our approach, consists of the degree of variation of 

the states (calculated classes) within the population of agents over time. Initially, the dynamic should be 

high, since the state of each agent is the result of its own decision, considering its own knowledge 

(obtained from its local initial classification model). Then, some agents begin to change their states 

under the effect of the decision combination rule. If there is an optimum of the dynamic, expressed by 

a classification consensus, this dynamic tends to be reduced and stabilizes over time. 

To detect the convergence of the dynamic interaction of agents, we observe two phenomena: 

1) It is considered that there is convergence if all agents (or the majority of them) keep their states

unchanged for several execution cycles. When the dynamic environment stabilizes, the system

stops and classification result can be retrieved.
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2) By using some global entropy quantification to measure the degree of variation of the overall

system state. This global state is the superposition of all states of the agents within the system.

In the literature, several studies have used entropy to measure activity in dynamic systems.

Indeed, when the system becomes homogeneous, its entropy tends to be minimal [28]. The

homogeneity corresponding to the absence of any structure within the system is called in this

case isotropic. In digital systems, such as ours, we specifically use the Shannon entropy [29]. If

the calculated entropy is low enough, we assume that there is a global consensus within the

population of agents and the authenticity of the obtained results, depends on the value of the

entropy.

In complex systems, the dynamic environment is something that is observed by an external observer. 

The convergence of the dynamic that can lead to the emergence of certain stable structures within the 

system can be detected only by this observer. In our case, we must be able to perform a number of steps 

to determine whether there is convergence or divergence in the sense of emergent stable structures 

within the population of agents. 

To do this, we arbitrarily choose a small number of agents in the system and follow the evolution of 

their states with the aim of detecting convergence of the dynamic within this sub-set of agents. This idea 

is inspired by the Monte-Carlo method [30], which involves estimating properties of a system by 

measuring properties related to a sub-set of its elements drawn randomly. In our case, each agent in the 

considered subset is observed in order to see whether its state becomes invariant over time. This state 

corresponds to a class that the agent has by calculating the maximum a posteriori probability according 

to Bayes law. The system continues evolving until the states of the various agents in the observed sample 

become invariant. In this case, the dynamic environment is considered to have stabilized, then we 

proceed to the entropy measure to decide whether there is consensus within the population of agents or 

not. 

3.5.1 Sample Selection and Test of Convergence 

We consider 10 % of the population of agents as a sample for measuring the convergence of the dynamic. 

This number is assumed sufficient to estimate the overall state of the system. Let E be the set of agents 

representing the observed sample. To test the stability of the state of each agent A within the sample, 

we need to perform certain calculations. For each agent A, an attribute, called Invariant, is initialized to 

False, given that all agents are not invariant at the beginning of the dynamic. 

Within an agent, at each execution cycle, the pseudo-code in Algorithm 4 is executed; so, after several 

cycles, the value of Invariant is set to True when the corresponding agent executes several cycles 

(CyclesThreshold). 

Algorithm 4 Test of agent’s state invariance 
if  A.NewState = A.CurrentState then 

Inc A.CyclesCount 

else 
A.CyclesCount ← 0 

end if 
if  A.CyclesCount   >  CyclesT hreshold      then 

A.Invariant ← T rue 

end if 
A.NewState = A.CurrentState 

CyclesThreshold, which represents the number of cycles to consider before deciding whether the 

dynamic stability is reached or not, is a system parameter defined experimentally using a testing dataset. 

After a certain amount of time to allow the system to move towards a convergence state, tests are 

performed periodically by an observer entity of the system. This involves testing whether all the states’ 

agents in the considered sample are invariant or not (all set to T rue). The observer pseudo-code to 

test the overall convergence is introduced in algorithm 5. If the time allowed for the system to stabilize; 

i.e., MaxT ime, has elapsed without convergence, we can deduce that the system remains in permanent

instability and a convergence state is not possible for the data point to be classified. The maximum period 

of calculation will also be set experimentally. 
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3.5.2 Entropy Calculation 

Equation 4 expresses the entropy, corresponding to a system with M states, where Pi represents the 

probability that the system is in the state i. We use the value of entropy to identify the presence or 

absence of structures in the population of agents. Typically, the presence of clusters of homogeneous 

agents (leading to the same class), corresponds to a low entropy. In contrast, the divergence of all the 

agents in terms of classes corresponds to high values of entropy. Ideally, if all agents have concluded to 

the same class, we will have the lowest value of entropy. 

Algorithm 5 System overall convergence 
Convergence ← False 

while ComputingT ime < MaxT ime and Convergence = False do 

if  ∀i, E(i).Invariant = Ture then 

Convergence ← T rue; 

end if 
wait(Delay) 

ComputingT ime ← ComputingT ime + Delay 

end while 
if Convergence = T rue then 

Computing the entropy 

else 

Non stability ⇒ Consensus failed 

end if 

𝐻 = − ∑ 𝑃𝑖  . 𝐿𝑜𝑔𝑃𝑖

𝑖

  (4) 

Let A be a given agent, with NVA neighbors. The entropy in the neighborhood of this agent is expressed 

as follows: 

𝐻𝐴 = − ∑ 𝑃𝐴
𝑙  . 𝐿𝑜𝑔𝑃𝐴

𝑙

𝐶

𝑖=1

 (5) 

where C is the set of classes and 𝑃𝐴
𝑙  the probability that the agent A concludes to the class l. We estimate 

𝑃𝐴
𝑙  by calculating the relative frequency of class l in the neighborhood of the agent A.  

𝑃𝐴
𝑙 =

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑔𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑐𝑙𝑢𝑑𝑒𝑑 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 𝑙

𝑁𝑉𝐴+1
     (6) 

HA is null if all agents have the same state, ∃𝑃𝐴
𝑐   = 1, ∀k, k≠c, 𝑃𝐴

𝑙 = 0; in this case:

− ∑ 𝑃𝐴
𝑙  𝑙𝑜𝑔𝑃𝐴

𝑙 = −𝑃𝐴
𝑐  𝑙𝑜𝑔𝑃𝐴

𝑐 = 0, Which corresponds to the minimal value of HA.

The entropy at an agent is high if there is a divergence in the different classes concluded in its 

neighborhood. It is low in the opposite case and null if all the agents in the neighborhood conclude to 

the same class. 

HA is high if 𝑃𝐴
𝑙 , l = 1...C are uniformly distributed. 

(a) (b)           (c) 

Figure 4. Clusters of agents according to H: (a) The ideal case where H is minimal: presence of 

one cluster (representing the emergent consensual decision); (b) H is low: presence of clusters, but we 

can retrieve a dominant class from the biggest cluster; (c) H is high: no emergent structure. 
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Global Entropy 

Considering the entropy in each agent of the system, the overall entropy of the system is the sum of the 

entropies of the different agents: 𝐻 = ∑ 𝐻𝐴𝐴

The use of the thresholds for the global entropy H allows determining in which state the classification 

system has been stabilized. Figures 4 (a), (b) and (c) illustrate some examples of convergence with 

different system entropies. Various colors represent the difference in terms of classes concluded by 

each respective agent, corresponding to the data point to be classified. 

4. EXPERIMENTATION

We have performed experimentation to demonstrate the significance of the proposed classification 

approach. In the following experimental analysis, we will show that results are obtained according to 

emergent consensus within the population of agents and that leveraging emergence in such complex 

system results in improvement of the classification results. 

First, we consider various training datasets. From each training set, we will extract N non-disjoint 

training sub-sets and link each one to an agent within the multi-agent system. Such a way of selecting 

training data ensuring the desired diversity is a key aspect for Big Data classification. To do this, we 

consider several agents selected randomly within their population of agents. Each selected agent with 

its neighboring agents are considered as a classic parallel multi-classifier. We first calculate the 

accuracy of each classifier separately; then, we determine accuracy of results from the combination 

according to a weighted majority vote of each agent with its neighbors. Finally, we compare the 

obtained accuracy with that obtained by detection of emergent classes. 

At the current state of our work, we have proceeded for experimenting our approach by an endogenous 

comparison, where results obtained according to the proposed method are compared to those obtained 

with conventional classifiers. We used the Naive Bayesian classifier, because it provides the quality of 

labeling (as the posterior probability) of a given data item. This is a key attribute necessary to make 

interacting agents and adjusting their decisions. 

In a first experiment, we put 500 agents in interaction to classify a test set of 10,000 instances from the 

well-known KDDCup99 dataset on intrusion detection, which contains about 5 million instances, 

described by 43 attributes [31]. The comparison of: First, the five best average accuracy rates obtained 

by classifiers, taken separately; second, the five best sets of classifiers combined with their direct 

neighbors; and third, the accuracy rate achieved by the system of emergent classes, is as follows: 

 84.11% of accuracy rate on average for the 5 best classifiers.

 84.88% of accuracy rate on average for local sets of classifiers (neighborhood).

 86.85% achieved by the overall system (with emergence).

This result confirms our hypothesis that with a complex system with "relevant" interactions at the local 

level, the labels that emerge at the global level within this system are overally better than all the results 

of individual classifiers or local sets of classifiers. On the other hand, the weak point of the complex 

system-based method is mainly related to the computation time. 

So, in terms of execution time, the classification time for the entire test sub-set is 7920 seconds, which 

is almost 4.5 times longer than classifying with a three-neighborhood level (considering neighbors of 

neighbors) and almost 8 times longer than using one level of neighborhood. The deployment of the 

experience to a real Cloud architecture could reduce the time of classification, but this does not seem 

fully compatible with big data labeling, because: 

 The execution time is longer,

 The entire infrastructure is used to classify each data point.

Additionally, we should note that significantly better accuracy rates can be found in other work dealing 

with KDDCup99. This can be mainly the consequence of the choice of the type of classifier (Naive 

Bayes) which has relatively low individual performances on the considered dataset. Nevertheless, it is 

the most suitable algorithm for our approach, because it provides some parameters necessary for agent 

interaction. However, the goal of our experiments was to confirm the improvement brought by the 

approach based on a set of classifiers compared to classifiers taken separately and the improvement 



123

"Consensual Based Classification As Emergent Decisions in a Complex System", R. Mazouzi et al. 

brought by our approach based on the emergence within the global system, compared to that based on 

small sets of classifiers. 

Table 1. Accuracy rates (Agents, Neighborhoods,        Table 2. Accuracy rates (Agents, Neighborhoods, 

Global) - Connect-4.               Global) – Covertype. 

In order to consolidate the results achieved with the KDDCup99 dataset, we have used less known other 

datasets: Connect − 4 [32] and Covertype [33]. The following is a brief description of each one: 

 Connect − 4 is a game, where each of the two players tries to line up four of their pieces in a

grid of 6 rows and 7 columns. The strategy of the game is to try to line up four of one’s own

pieces, but at the same time prevent the opposing player from having a row of four of his/her

pieces. Each space in the game grid represents an attribute of the dataset and each instance

in the dataset represents the legal positions corresponding to the first 8 moves of a game for

which no player has yet won. The class represents the result of the game vis-à-vis the first player

(won, lost or drawn); this result will be obtained if both players continue to play "perfectly".

The dataset contains 67557 instances (games), 42 attributes and 3 classes.

 Covertype dataset is composed of geospatial data created by the USFS Forest Inventory and

Analysis (FIA) and the Remote Sensing Applications Center (RSAC) to show the extent, 

distribution and composition of forest cover in the United States. It contains 581,012 instances, 

54 attributes and 7 classes. Each instance contains data for a 30 x 30 meter cell and the class 

represents the type of forest cover. 

Tables 1 and 2 represent results recorded for the Connect −4 and Covertype datasets, respectively. We 

have noted the three best accuracy rates considering the results obtained at the agent level and at the 

neighborhood level. The overall accuracy rate achieved by all the agents with a consensus on the 

classification is also shown. 

The obtained results show the improvement in accuracy rates from the agent and its neighborhood to the 

overall system result (Figure 5). The improvement recorded by agent sets in the neighborhood is explained 

by the principle of the classical combination of classifiers (on average 73,9% for Connect–4 and 75,4% 

for Covertype). We also note the improvement of accuracy rate at the level of the overall system (78,3% 

for Connect-4 and 76,7% for Covertype), achieved by the combination of results within the global 

population of agents having reached consensus for labeling (emerging classification). 

These results confirm our hypothesis about the potential of the interaction of agents (classifiers) in a 

massive system for improving data classification accuracy. However, certainly there is still some more 

work to be done in studying the dynamic environment within such systems so as to understand how the 

parameters inherent to these systems influence the quality of the results. 

Figure 5. Accuracy rates improvement for Connect-4 and Covertype. 

Top three accuracy rates (%) 

Agents Neighborhoods 

#1 55 75,4 

#2 53,6 73,9 

#3 52,1 72,5 

Average 53,5 73,9 

Global 78,3 

Top three accuracy rates (%) 

Agents Neighborhoods 

#1 63,1 75,9 

#2 62,8 75,3 

#3 62,1 75,1 

Average 62,8 75,4 

Global 76,7 
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5. CONCLUSION

In this work, we proposed a consensual approach for data classification. The approach is intended to 

be adapted to complex data. Such data which can be of very high volume, of high dimensionality and 

possibly distributed can be handled efficiently using our approach with emphasis on both the quality of 

classification and the scalability of the solution. We used the paradigm of complex systems modeled 

as multi-agent systems to design a massive multi-classifier system. We have qualified it as massive, 

because it is assumed to contain a very large number of elementary classifiers put in interaction. The 

interaction generates phenomena relating to complex systems, such as the emergence of structure at the 

macro-level of the system. The emergent structure we desire is the consensual decision that the 

population of a majority of agents may have. The timeline is arrived at when agents that belong to 

local neighborhoods communicate their classification results. Then, over time, a complex dynamic 

environment sets within the system, which tends to converge on an emerging structure that represents 

a classification consensus within the population of agents. Finally, we retrieve this consensual decision 

as the label of the treated data point. Our approach is not suitable for a system that needs real-time 

processing. This is because in such a system, the time needed for the complex dynamic environment to 

stabilize so that the phenomenon of emergence appears may be too long. This is not desirable for a real-

time processing system. 

In the future perspective of this work, it is essential to push the experiments further in order to improve 

the proposed approach. This will enable better understanding of how to refine the parameters of the 

system and control the created dynamic environment in order to achieve better classification results. 
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 ملخص البحث:

مم نلا العملنممذلعمممضهلفل همم للممقل ممضعلعم معمملالعمتل فممذلفمم لعاف امم عللممقلعمنخمم      لعمنتلمم    لعمض  ليتضممن 

لفُ عع ممم للممم  لعمتمممقلف لتلممم نفقلمتخممم ب لعم ب فممم  ل  مممالفلممم ن علفلة ممم   للممم لالفنممم ظلعممممالن ممم نلفظممم ان   لفظُنممم 

مممم  ل لملضممممذلفة مفمممملاعلن منخمممم      لعمت ة ب يمممملا لنن نض مممملالعمنخمممم    لعمنتلمممم   لعمض  فت ع ممم لف مممم لُم ليةمممم  الم عنع

لفمممالعمل عفمممذلعمنت عن ممملاللبنممم لن لك بممم ن لك ظممم الفُتلممم   لعمل عفمممذتللنف ممم ليتكممم  لفمممال ممم  ن ممم عمن مممرل   ب نممم لنلج

لعمت    مممممذل لهممممملب  لن  مممممالعمن مممممت  لعمنبكممممم نهتللمممممن   ملفخممممم    ن ل نج ل  فمممممذن فلمممممب ايلعبلي لممممم لكمممممذ 

علمة  ممم  ل لنلةممم  ل  فمممذن لف نممم  لنيةممم الكمممذ  ممم لفتممم بقلتخممم ب لكمممذ ن عانتممم عبقلنمممبالعمل عفمممذليتنا مممذللمممقل نج

ع لفمممالعمل عفمممذتل  مممضععلتخممم يلألعبي  بممملالنانممم لفت باممم لفممم ل ممم عم  لف نممم لنلمممبجلم عنلكممملفتممم بقل   العا ت ممم م لذ ن

ل  فممذ لننممضم لت تمم ل ي  فب مملال مم عملكممذ  ل ع ممذل   ممذلننخمم م ل نميمملان لفت عر  مل ممضعلعملن بمملالنتممكذن نتتكمم  

لفلمممب اتلت مممتة ل مممضعلعم ي  فب ممملالعمنلة ممم  تل ممم فللاعلنلممم ج ل لعف ا عبممملالفلة ممم  ل ع مممذلعم  ظممم ا لننلممم لتفمممان بممملان ن ج

علمبرممم  ظلن م  ممم لالم  ب فممم  لعمتمممقلفلاحظتنممم ل  مممالعمن مممت  لعمنممم ك نهلنتلُممم  لتل مممتت  ل هممم بب  علم   ع لممم 

لعم تمم بقلعمت ا ي بمملالعمتممقلحخمم   ل  بنمم لنعمنة مفمملالفمم لفتمم بقل ف يممُ للممقلتخمم ب ن   نعمامم ي لن مممضك لم  

ممم للالعم   يةممملالعمنةت حممملاللمممقلتل مممبالعمت خممم عمنخممم      لعمت ة ب يممملالتظُنممم لعفك فب ممم ب لنم لتكممم  لنممم يلاعلمانج

ل   لنف عكنتن  عمنخ   ل

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

In the field of medicine, there is a need to filter data to find information that is relevant for specific research 

problems. However, in the realm of scientific study, the process of selecting the appropriate data or features is a 

substantial and challenging problem. Therefore, in this paper, two wrapper feature selection (FS) methods 

based on novel metaheuristic algorithms named the arithmetic optimization algorithm (AOA) and the great 

deluge algorithm (GDA) were used to attempt to tackle the medical diagnostics challenge. Two methods, AOA 

and AOA-GD were tested on 23 medical benchmark datasets. According to all of the experimental data, the 

hybridization of the GDA with the AOA considerably increased the AOA’s search capability. The AOA-GD 

method was then compared with two previous wrapper FS approaches; namely, the coronavirus herd immunity 

optimizer with greedy crossover operator (CHIO-GC) and the binary moth flame optimization with Lévy flight 

(LBMFO_V3). When applied to the 23 medical benchmark datasets, the AOA-GD achieved an accuracy rate of 

0.80, thereby surpassing both the CHIO-GC and LBMFO V3. 

KEYWORDS 

Medical diagnosis, Feature selection, Arithmetic optimization algorithm, Great deluge algorithm. 

1. INTRODUCTION

In the last decade, artificial intelligence (AI) has undergone significant development and there are 

signs that it has already reached the level of being able to give genuine solutions to healthcare 

problems, heralding the dawn of a revolution in the field of medicine [1]. However, the use of AI 

raises some challenges, which mostly concern the extent of the ability of AI to simulate human skills, 

such as logical thinking. Moreover, it excels at analyzing huge data and reaching correct scientific 

findings throughout record durations. In recent years, a broad variety of AI initiatives have been 

proposed for gathering and analyzing massive amounts of health data, the most significant of which is 

machine learning (ML) [2]-[3]. 

Machine learning is now widely utilized for evaluating medical data and much work has been done in 

the area of medical diagnosis to address specific diagnostic issues [4]-[5]. In specialist hospitals or 

departments, data on proper diagnoses is frequently available in the form of medical records [3], [6]. 

All that is required is to enter the patient data with known proper diagnoses into a computer software 

program that then runs a learning process [7]-[9]. However, there is still a need to improve classifier 

performance, which has led to the usage of the feature selection (FS) approach as a means of 

simplifying the already available classifiers [10]-[12]. 

In data preprocessing, FS is an essential technique that is used to identify a sub-set of associated 

attributes. Feature selection is particularly important in supervised learning, because it optimizes a 

specific function to improve prediction accuracy by picking the relevant features in a given class label. 

For the goal of optimizing the prediction model, several FS approaches are utilized and have been 

developed [13]-[14]. 

To put it simply, the FS process finds and retains only those features that are the most relevant to the 

problem at hand [15]. By eliminating irrelevant as well as common characteristics, the FS method 

decreases the number of features that a classifier has to learn, which then reduces the training time and 

the number of features that the classifier has to evaluate, thereby resulting in improved classification 

performance [16]-[17]. The FS method is used to choose the optimal sub-set of features from the 

whole feature space in order to provide the necessary elucidations about the learning operations [18]. 
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Feature selection consists of four major steps: starting up, searching, evaluating sub-sets of features 

and reaching the stopping condition [19]. To date, several FS approaches have been developed and 

utilized to attempt to optimize prediction models [20]. 

Researchers are also constantly attempting to find ways to enhance the accuracy of ML by utilizing 

another algorithm with a classifier algorithm in the learning model [21]-[23]. To express a single 

metaheuristic mechanism as an optimizer, one algorithm is used in conjunction with the learning 

model [24]. Many research studies have recently proven the efficacy of similar algorithms in 

achieving improved outcomes and in improving the method for picking a variety of characteristics [1]. 

Nature has inspired some of the most successful metaheuristics [25]. When tracing the search method, 

metaheuristics takes the information obtained into account [10]. Furthermore, it generates new ways of 

connecting a single, efficient approach or more [26].  

In this paper, the arithmetic optimization algorithm (AOA), a novel metaheuristic algorithm created by 

Abualigah et al. in 2020 [27] for the field of medical diagnostics is utilized to address FS concerns. 

Multiplication, division, subtraction and addition are the arithmetic operators employed by the AOA; 

these operators reflect the standard calculation techniques used to investigate numbers. These basic 

operators are used as a mathematical optimization to choose the assessment that can help from a set of 

candidate replacements consisting of a set of criteria (solutions).  

The AOA is employed in two techniques in this study to choose the most valuable and first used 

qualities in medical datasets in their basic form. Then, the AOA is hybridized with the great deluge 

algorithm (GDA) [28] in an attempt to increase its exploration capability. The hybrid approach is 

named the AOA-GD. The two suggested methods, AOA and AOA-GD are implemented in a wrapper 

model using a K-nearest neighbor (KNN) classifier and their performance is compared with those of 

other methods in the literature. 

The rest of this paper is organized as follows: First, the AOA, the GDA and the proposed approaches 

for FS are discussed in Sections 2, 3 and 4, respectively. Then, the experiments and results are 

presented and discussed in Section 5. Finally, a conclusion is presented in Section 6. 

2. THE ARITHMETIC OPTIMIZATION ALGORITHM

Arithmetics, along with geometry, algebra and analysis, are among the fundamental components of 

number theory and among the most significant aspects of modern mathematics. The conventional 

calculation methods that are used to analyze numbers are multiplication, division, subtraction and 

addition and are called arithmetic operators [29]. These basic operators have been utilized in 

mathematical optimization techniques to select the best element from a group of potential alternatives 

based on certain criteria (solutions) [30]. In problems with optimization, there are numerous 

quantitative domains, such as engineering, economics and computer science, as well as operations 

research and industry and the creation of improved solution methodologies has therefore long been of 

interest to mathematicians [31].  

Regardless of the variations in the metaheuristic algorithms established for population-based 

optimization techniques, the optimization process is divided into two stages: exploration and 

exploitation. To prevent local solutions, the former includes the deployment of search agents that 

cover a large search field. The latter is the enhancement of the correctness of the obtained solutions 

during the exploration phase [32].The mathematical model is utilized to make a recommendation for 

the AOA [33]. 

2.1 Initialization Phase 

The AOA optimization procedure begins with a set of randomly generated candidate solutions (X), as 

seen in the matrix below (Equation (1)) and the best candidate solution found in each iteration is 

deemed to be the best-obtained or nearly optimum solution so far. 

Before starting its work, the AOA must decide on the search phase (i.e., exploration or exploitation). 

This is done by using the math optimizer accelerated (MOA) function, which is a coefficient that is 

calculated using Equation (2) and employed in the succeeding search phases: 
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X= 

{

 

 
X1,1           …          …               X1, J             X1, N − 1              X1, N
X2,1           …          …               X2, J             X2, N − 1              X2, N
X3,1           …          …               X3, J             X3, N − 1              X3, N
…                 …           …             …                      …                         …
…                 …           …             …                      …                         …
XN, 1   …            …               XN, J             XN, N − 1              XN, N

   (1) 

MOA (C_Iter) = Min + C_Iter    × Max -  {
Min

M_Iter
}   (2) 

MOA (C Iter) is the function value at the 't'th iteration as calculated by Eq. (2). The current iteration is 

the number of iterations between 1 and the maximum number of iterations (M Iter) (C Iter). The 

accelerated function's minimum and maximum values are presented in Min and Max, respectively. 

2.2 Exploration Phase 

The exploration operators of the AOA use two basic search methods (the D search strategy and the M 

search strategy), to randomly examine different regions of the search space in order to discover a 

better solution (3). This phase of searching is conditioned for the condition of r1 > MOA by the MOA 

function, where r1 is a random number.  

The first operator (D) is conditioned by r2 0.5 in this phase, while the other operator (M) is 

disregarded until the former operator completes its task. If D is unable to complete its task, instead of 

D, the duty is handed to the second operator (M). (It should be noted that r2 is a random integer.). To 

replicate the behavior of arithmetic operators, the simplest rule is employed [20].  

For the exploration portions, two position updating equations are provided in this paper. The following 

is the initial position update equation: 

xi, j (CIter + 1) = {     
best(xj)   ÷ (MOP +  ε)  × ((UBj –  LBj)  ×  M +  LBj) ,  r2 < 0.5.

      best(xj)  ×  MOP ×  ((UBj –  LBj)  ×  M +  LBj), otherwise                   
       (3) 

where xi (C_ Iter + 1) signifies the ith solution for next iteration, xi and j(C_Iter) signifies the jth 

position of the current iteration’s ith solution, best(xj) and is the best solution achieved thus far. UBj 

and LBj denote the upper and lower limits of the jth position, respectively. In the experiments 

conducted for this study, M is a control parameter for altering the search process and is set at 0.5.The 

second position updating equation is as follows: 

MOP (C_Iter) = 1-  {
C_Iter 1/α

M_Iter 1/α
}   (4) 

where MOP (C_Iter) represents the function value at the‘t’ iteration, C_Iter indicates the current 

iteration, (M_Iter) denotes the maximum number of iterations and MOP(C_Iter) indicates the cost 

function at the ‘t’th iteration and MOP (C_Iter) signifies the function value at the ‘t’th iteration, which 

is set to 5 in the experiments conducted for the current work. Note that this is a crucial parameter that 

influences the accuracy of exploitation across repetitions. 

2.3 Exploitation Phase 

Subtraction (S) and addition (A) mathematical processes provide high-density outputs which represent 

the exploitation search process. However, unlike the other operators (D and M), these operators (S and 

A) may easily reach the objective owing to their low dispersion. As a result, the exploitation search

might find a near-optimal solution that can be established after several attempts (iterations). 

The MOA cost function for the constraint that r1 is not greater than the current MOA(C_ Iter) value 

(see Equation (4)) is conditioned for this phase of searching (exploitation search by executing S or A). 

As shown in Equation (5), the AOA exploitation operators (S and A) delve deeply into specified dense 

parts of the search space in order to find a better solution. 

xi, j (C_Iter + 1) = {
best(xj) –  MOP ×  ((UBj –  LBj) ×  M +  LBj) ,  r3 <  0.

       best(xj)  +  MOP × ((UBj –  LBj)  ×  M +  LBj), otherwise 
(5) 

In this phase, which involves performing a deep search of the search space, the first operator (S) is 

conditioned by r30.5 (first rule in Equation (5)), while the other operator (A) is disregarded until the 

former operator (S) completes its task. If S is unable to complete its task, the second operator (A) is 
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utilized to accomplish the current task instead of S. The processes in this phase are identical to the 

partitioning in the previous phase. This method aids exploratory search strategies in finding the ideal 

answer while keeping a diversity of candidate solutions. 

Figure 1. Flowchart of proposed AOA [20]. 

The M parameter is carefully chosen to create a random value at each iteration, which allows 

exploration to continue not only during the first but also during the last iteration. This element of the 

search process is highly effective when local optima stagnation occurs, particularly in the last 

iterations. The final location found can fall within a stochastic range specified by the search scope's 

locations of D, M, S and A. Various solutions update their locations stochastically about the near-

optimal solution’s region, whereas D, M, S and A estimate the position of the near-optimal solution in 

other ideas. All of these steps are clarified in the AOA flowchart illustrated in Figure 1. 

All of these steps are clarified in Algorithm 1 below, which contains the pseudocode of the AOA: 

Algorithm 1: The pseudo-code of the AOA. 

1. Set the parameters for the AOA.

2. Randomize the positions of the solutions.

3. Determine the fitness value.

4. While C_itr<M_itr

5. Find the best solution.

6. Update the MOA value.

7. Update the MOP value.

8. Calculate the Fitness Function for the new solution.

9. for (i = 1 to Solution) do

10. if rand < 0.5 then

11. Create a set of random numbers between [0, 1].

12. if r1 > MOA then

13. if r2 > 0.5 then

14. Using the first rule in Equation (3), modify the positions of the ith solutions.

15. Else

16. Using the second rule in Equation (3), modify the positions of the ith solutions.

17. End if

18. Else
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19. if r3 > 0.5 then

20. Using the first rule in Equation (5), modify the positions of the ith solutions.

21. Else

22. Using the second rule in Equation (5), modify the positions of the ith solutions.

23. Enf if

24. End if

25. End if

26. End for

27. C_Iter = C_Iter + 1

28. End while

29. Return the best solution.

3. GREAT DELUGE ALGORITHM

The great deluge algorithm (GDA) was invented by Dueck in 1993 [34]. The GDA operates similarly 

to simulated annealing (SA), with the exception that the GDA uses an upper limit (commonly referred 

to as the water level) as the acceptability barrier rather than a temperature. The GD technique starts 

with a boundary equal to the original solution's quality. If the cost (objective value) is much less than 

the boundary, which is reduced at a predetermined rate in each iteration, it accepts lesser options 

(known as the decay rate). The GDA has just one parameter (the decay rate), which gives it an 

advantage over the SA, since the effectiveness of a metaheuristic method is dependent on parameter 

tweaking [35]. 

Additionally, in comparison to SA, the GD method is less dependent on parameters. In actuality, the 

GD has only two parameters: the quality of the solution and the amount of time it takes to compute the 

solution [36]. The best solution is always accepted by the GDA. The worst solution, on the other hand, 

might be retained if its quality is less than or equal to a defined upper limit (water level), which is 

implemented to cope with minimization concerns. The water level is used as the initial value of the 

solution objective function and it is iteratively increased by a constant upper pound (UP) while the 

algorithm runs [37]. Algorithm 2 shows the pseudo-code for the typical GD algorithm. 

Algorithm 2: The pseudo-code for the typical GD algorithm. 

1: Pick a good initial setting. 

2: Pick “rain speed” UP > 0. 

3: Get an initial WATER-LEVEL > 0. 

4: Use a new setting, which is a stochastic tiny setting. 

5: Updates to the old setup 

6: Measure E:= new quality setting 

7: If E WATER-LEVEL is true, then 

8: Then the previous setting is equal to the new setting. 

9: WATER-LEVEL:= WATER-LEVEL+UP 

10: If there has been no improvement in quality for a long period or if there have been too many iterations 

11: Stop 

12: End if 

13: Output 

4. PROPOSED METHOD

Two models are suggested in the current work. Both models use a wrapper FS method to select the 

most significant features inside a dataset. The first is based on the basic AOA, while the second 

involves combining the AOA with the GDA to achieve a balance between exploration and exploitation 

in the AOA. 

In more detail, the current study proposes a progressive hybridization of the AOA and GD. The GD is 

incorporated into the AOA improvement process during the hybridization process. The hybridization 

process begins with a certain number of repetitions of the AOA. After the specified number of 

iterations, the GDA receives the best solution and highest fitness identified so far by the AOA and 

starts its improvement process. The obvious solution and fitness that the GDA discovers are then 

submitted back to the AOA to continue the process of development. This reciprocal procedure 

continues until all of the AOA iterations have been completed and the stopping condition has been 

fulfilled. 
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The proposed AOA-GD approach uses AOA to produce the initial (solution) population of possible 

solutions in the AOA stage. The GDA calculates the fitness value of all candidates in the second stage 

to identify better solutions, ensuring efficient convergence, high-quality solutions and finally obtaining 

the ideal parameter values and therefore improving classification accuracy. Figure 2 depicts the 

suggested AOA-GD with KNN solution to the FS issue.  

The current study investigates the accuracy of two techniques, AOA and AOA-GD, for the FS process 

in the area of medical diagnostics utilizing a wrapper FS methodology based on KNN. The KNN 

classifier was selected, since previous research has shown that it has a good classification efficiency 

when used to FS issues. Throughout the investigation, the number of closest neighbors (K) was fixed 

at five. The 5-NN approach was used to assess fitness during the training phase using internal N-fold 

cross-validation, with a total of five folds and the average error rate in the classification methodology 

was computed for each fold. The number of folds (N) and the number of nearest neighbors were 

determined using previous work (K). 

Figure 2. Proposed wrapper FS model based on AOA-GD method. 

5. EXPERIMENTAL RESULTS AND DISCUSSION

This part explains the experimental design and the data processing procedures used to assess the 

suggested methodology's performance. Additionally, it compares the findings to those obtained using 

previous methodologies. The resulting instability is impacted by a variety of parameters, including 

accuracy, convergence rate and particular measures of central tilt. To guarantee a fair scientific 

investigation, same work settings and circumstances were employed across the trials. The program and 

its execution are powered by an Intel® CoreTM i7-6006U processor running at 2.00 GHz (four CPUs) 

and 2.0 GHz, with 8 GB of RAM. Matlab R2016a was used to create the model. Each dataset was 

partitioned into 70% for training and 30% for testing. The tests were run 30 times for each dataset, 

with each run consisting of 100 iterations. 

5.1 Parameter Settings 

The findings of some preliminary tests were used to specify the input parameters in the experiments, 

allowing the recommended technique to provide improved results. In order for the results to be 

consistent, the algorithm parameters were kept constant throughout the trial. Table 1 shows the 

parameter values utilized in each experiment. 

Table 1. Parameter setups. 

Parameter Value 
σ 0.1 

ɰ 0.5 

P 30 
Max-itr 100 

LB (lower bound) 0 
UB (upper bound) 1 
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5.2 Datasets’ Description 

Medical data is defined as any information about an individual's health that is used to make normal 

patient care choices or to conduct diagnostic trials. Examples include administrative data, claims data, 

patient illness data and clinical trial data. The trial results were assessed using a collection of 23 

medical benchmark datasets. The datasets were obtained from a number of sources, including UCI, 

KEEL and Kaggle, in addition to other well-known websites that provide FS medical datasets. Table 2 

summarizes the properties of these datasets. 

Table 2. Description of the datasets. 

The names of 

datasets 

The no. 

of instances 

The no. 

of classes 

The no. 

of features 
The source 

1. Diagnostic 569 2 30 Source:UCI 

2. Original 699 2 9 Source:UCI 
3. Prognostic 194 2 33 Source:UCI 

4. Coimbra 115 2 9 Source:UCI 

5. BreastEW 596 2 30 Source:UCI 
6. Retinopathy 1151 2 19 Source:UCI 

7. Dermatology 366 6 34 Source:UCI 
8. ILPD-Liver 583 2 10 Source:UCI 

9. Lymphography 148 4 18 Source:UCI 
10. Parkinsons 194 2 22 Source:UCI 

11. ParkinsonC 755 2 753 Source:UCI 

12. SPECT 267 2 22 Source:KEEL 
13. Cleveland 297 5 13 Source:KEEL 

14. HeartEW 270 2 13 Source:KEEL 
15. Hepatitis 79 2 18 Source:KEEL 

16. SAHear 461 2 9 Source:KEEL 

17. Spectfheart 266 2 43 Source:KEEL 
18. Thyroid0387 7200 3 21 Source:KEEL 

19. Heart 302 5 13 Source:Kaggle 
20. Pima-diabetes 768 2 9 Source:Kaggle 

21. Leukemia

dataset 
72 2 7129 

The source: https: //jundongl.github.io/scikit-feature/ 

datasets.html 

22. Colon dataset 62 2 2000 
The source: https: //jundongl.github.io/scikit-feature/ 

datasets.html 

23. ProstateGE

dataset 
102 2 5966 

The s ource :https: //jundongl.github.io/scikit-feature/ 

datasets.html 

As shown in Table 2, the 23 datasets cover a range of case studies on medical diagnosis with varying 

architectures. Hence, the efficacy of the AOA and AOA-GD was determined by testing them on 

various problems with varying features. 70% of the datasets were utilized for training purposes and 

30% for testing. Each dataset was tested 30 times, with each run consisting of 100 iterations.  

5.3 Experimental Result 

The recall, accuracy, precision, F-measure, error rate, number of features selected and convergence 

speed of the two proposed approaches, AOA and AOA-GD, were evaluated. Table 3 compares the 

accuracy rate and selection size of the two approaches after 30 runs on each dataset. 

Table 3. AOA and AOA-GD accuracy and selection size results. 

The dataset name 
Accuracy Selection Size 

(AOA) (AOA-GD) (AOA) (AOA-GD) 

1 Diagnostic .8470 .9097 15.381 12.9140
2 Original .9300 .9762 7.0005 5.6201

3 Prognostic .5888 .6501 17.9302 13.9271
4 Coimbra .8105 .9100 4.0081  3.3810

5 BreastEW .9017 .9531 14.9917 14.0027

6 Retinopathy .5047 .6594 8.0590 6.7015 
7 Dermatology .7101 .8206 19.5103 17.0099

8 ILPD-Liver .6273 .7619 4.9140 4.0000
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9 Lymphography .7593 .8511 11.4291 9.6910 
10 Parkinsons .6482 .7833 11.0610 10.7103

11 ParkinsonC .6995 .8391 370.1920 360.0081
12 SPECT .6109 .7108 10.0003 9.7201

13 Cleveland .4792 .6163 8.1935 6.0003
14 HeartEW .8741 .9207 6.0080 6.0619

15 Hepatitis .6592 .7888 9.9104 9.0996

16 GDHear .6208 .7259 5.0017 3.5039 
17 Spectfheart .6891 .7419 21.2710 19.6914

18 Thyroid0387 .9000 .9607 10.0041 7.0071
19 Heart .7194 .8192 8.9914 7.1900

20 Pima-diabetes .7005 .8201 5.8099 6.2814 

21 Leukemia .9819 .9914 3599.0092 3559.6091
22 Colon .6430 .7228 1010.8192 989.2715 

23 Prostate_GE .4917 .6307 3038.0197 2961.0041

As seen in Table 3, the AOA-GD method bested the AOA in the whole datasets in terms of accuracy. 

This implies that if the search process of the AOA is changed, it is capable of producing more 

trustworthy findings.  

As regards the number of features selected (FS size), the AOA-GD outperformed the AOA in 22 out 

of 24 datasets. Only in the Pima-diabetes and HeartEW datasets, the AOA able to outperform the 

AOA-GD. These findings illustrate the effectiveness of the AOA-GD modification in improving the 

exploratory search capacity of the AOA that enables it to discover the best basic solutions. 

To further evaluate the findings and the classifier's capacity to provide trustworthy, correlated and 

similar solutions in all sequences for each dataset, the precision, recall and F-measure values were 

determined. Precision is the ratio of properly identified true positive IDs, recall is the ratio of correctly 

detected true positive IDs and the F-measure is the balance of the recall and precision ratios. Precision, 

recall and F-measure were computed as in [38]. Table 4 demonstrates how the AOA and AOA-GD 

methodologies' efficiency has been changed and focused over wholly datasets utilized in the 

experiment. 

To compare the effectiveness of the AOA and AOA-GD approaches, a T-test was used. The presented 

Table 4. Classification results for precision, recall and F-measure using AOA and AOA-GD. 

Datasets 
Precision Result Recall Result F- Measure Result

AOA AOA-GD AOA AOA-GD AOA AOA-GD 
1 -Diagnostic .950 .970 .960 .970 .960 .960

2 -Original .930 .950 .950 .980 .930 .940
3 -Prognostic .930 .960 .950 .980 .930 .940

4 -Coimbra .880 .900 .940 .000 .660 .670
5 -BreastEW .750 .790 .780 .750 .750 .760

6 -Retinopathy .800 .860 .700 .850 .830 .820

7 -Dermatology .870 .960 .880 .960 .870 .830
8 -ILPD-Liver .920 .960 .930 .980 .960 .920

9 -Lymphography .810 .900 .790 .890 .790 .710
10 -Parkinsons .890 1.000 .880 1.000 .860 .930

11 -ParkinsonC .820 .950 .830 .940 .630 .700

12 -SPECT .780 .890 .870 .970 .740 .730
13 -Cleveland .810 .900 .790 .880 .800 .780

14 -HeartEW .740 .790 .750 .790 .730 .710
15 -Hepatitis .930 .980 .930 .970 .920 .890

16 -GDHear .780 .770 .720 .760 .770 .770

17 -Spectfheart .950 .970 .960 .970 .960 .960
18 -Thyroid0387 .930 .950 .950 .980 .930 .940

19 -Heart .930 .960 .950 .980 .930 .940
20 -Pima-diabetes .880 .900 .940 1.000 .660 .670

21 -Leukemia .750 .790 .780 .750 .750 .760
22 -Colon .800 .860 .700 .850 .830 .820

23 -Prostate_GE .870 .960 .880 .960 .870 .830
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methodologies are used to calculate the findings statistics depending on the accuracy of the findings 

point to each dataset. Table 5 demonstrates the results of T-test along with a 95% confidence interval 

(the alpha value = 0.05) as well as the p-values and classification accuracy produced by the AOA and 

AOA-GD. 

Table 5. T-test results for AOA and AOA-GD. 

Datasets The Method 

Used 

The Mean 

Value 

The Std. 

Deviation Value 

The Std. Error 

Mean Value 

P-value 

Result 

1- 
-Diagnostic AOA 0.8540 0.02673 0.00.488 

00.00
AOA-GD 0.9033 0.04046 0.00739 

2- -Original 
AOA 0.9233 0.02523 0.00461 

00.00
AOA-GD 0.9710 0.01062 0.00194 

3- -Prognostic 
AOA 0.5293 0.04638 0.00847 

00.00
AOA-GD 0.6716 0.04442 0.00811 

4- -Coimbra 
AOA 0.8006 0.04548 0.00830 

00.00
AOA-GD 0.8896 0.00999 0.00182 

5- -BreastEW 
AOA 0.8993 0.02100 0.00383 

00.00
AOA-GD 0.9400 0.01912 0.00349 

6- -Retinopathy 
AOA 0.4660 0.06106 0.01115 

00.00
AOA-GD 0.6436 0.02553 0.00466 

7- -Dermatology 
AOA 0.6690 0.04088 0.00746 

00.00
AOA-GD 0.8006 0.04548 0.00830 

8- -ILPD-Liver 
AOA 0.6423 0.02609 0.00476 

00.00
AOA-GD 0.7716 0.01744 0.00318 

9- -Lymphography 
AOA 0.7606 0.03483 0.00636 

00.00
AOA-GD 0.8343 0.02661 0.00486 

10- -Parkinsons 
AOA 0.6690 0.04088 0.00746 

00.00
AOA-GD 0.7903 0.01903 0.00347 

11- -ParkinsonC 
AOA 0.6856 0.06611 0.01207 

00.00
AOA-GD 0.8400 0.02197 0.00401 

12- -SPECT 
AOA 0.6073 0.02840 0.00518 

00.00
AOA-GD 0.6960 0.06667 0.01217 

13- -Cleveland 
AOA 0.4896 0.04173 0.00762 

00.00
AOA-GD 0.5966 0.02496 0.00456 

14- -HeartEW 
AOA 0.8540 0.02673 0.00488 

00.00
AOA-GD 0.9116 0.01783 0.00325 

15- -Hepatitis 
AOA 0.6690 0.04088 0.00746 00.00

AOA-GD 0.7903 0.01903 0.00347 00.00

16- -SAHear 
AOA 0.6420 0.03089 0.00564 

00.00
AOA-GD 0.7036 0.01066 0.00195 

17- -Spectfheart 
AOA 0.6716 0.04442 0.00811 

00.00
AOA-GD 0.7303 0.03178 0.00580 

18- -Thyroid0387 
AOA 0.8986 0.04455 0.00813 

00.00
AOA-GD 0.9603 0.01474 0.00269 

19- -Heart 
AOA 0.7316 0.04009 0.00732 

00.00
AOA-GD 0.8126 0.02612 0.00477 

20- -Pima-diabetes 
AOA 0.7153 0.05557 0.01015 

00.00
AOA-GD 0.7956 0.03757 0.00686 

21- -Leukemia 
AOA 0.9876 0.01736 0.00317 

00.00
AOA-GD 0.9900 0.01017 0.00186 

22- -Colon 
AOA 0.6203 0.03634 0.00663 

00.00
AOA-GD 0.7176 0.05380 0.00982 

23- -Prostate_GE 
AOA 0.4750 0.06329 0.01155

00.00
AOA-GD 0.6010 0.02537 0.00463

24- 
-Covid-19 

dataset 

AOA 0.9135 0.02523 0.00461 
00.00

AOA-GD 0.9370 0.01912 0.00349 

Table 5 demonstrates that the AOA-GD is more efficient than the original AOA, where the p-values in 

all datasets are below 0.0001. This data indicates that the AOA-GD is useful for resolving FS issues. It 

is generally understood that a consistent and fast ratio of convergence leads to superior solutions. 

Therefore, to further evaluate the efficiency of the proposed AOA and AOA-GD methods, their 



135

"Hybridization of Arithmetic Optimization with Great Deluge Algorithms for Feature Selection Problems in Medical Diagnosis", M. 

Alweshah.

convergence speed behavior curves were studied in detail. Figure 3 shows the convergence speeds of 

the two proposed methods when employed to each of the 24 datasets over 30 runs. 

Figure 3. Convergence speeds of AOA and AOA-GD. 
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The findings in Figure 3 show that the AOA-GD was able to increase classification accuracy at a 

faster convergence time than the AOA. This was achieved by the GDA boosting the global search 

capacity of the original AOA. 

5.4 Comparison with Previous Methods 

The better of the two suggested approaches, AOA-GD, was compared to the CHIO-GC [39]  (M1) and 

LBMFO-V3 (M2) [40] on the 23 medical datasets to examine the dependability of the proposed 

algorithm and its capacity to create a high degree of classification accuracy while decreasing the 

number of chosen characteristics. The classification accuracy and FS size of the AOA-GD were 

associated with those of the LBMFO-V3 and the CHIO-GC utilizing 23 medical datasets. The 

classification accuracy and FS size are calculated as average values over 30 runs. Table 6 displays the 

results. 

Table 6. Comparison of the AOA-GD, CHIO-GC and LBMFO-V3 on the 23 medical benchmark 

datasets. 

Datasets 
Average of Accuracy Selection Size

AOA-GD M1 M2 AOA-GD M1 M2 

1 Diagnostic 0.9097 0.9033 0.9100 12.9140 13.3700 13.9991

2 Original 0.9762 0.9710 0.9683 5.6201 5.1040 5.5000

3 Prognostic 0.6501 0.6716 0.5851 13.9271 14.6202 15.0126

4 Coimbra 0.9100 0.8896 0.9312  3.3810 3.6007 3.5103

5 BreastEW 0.9531 0.9400 0.9398 14.0027 13.7303 13.9714

6 Retinopathy 0.6594 0.6436 0.5380 6.7015 7. 2647 6.9002

7 Dermatology 0.8206 0.8006 0.8442 17.0099 18.4900 18.3541

8 ILPD-Liver 0.7619 0.7716 0.7143 4.0000 4.0000 4.0000

9 Lymphography 0.8511 0.8343 0.8002 9.6910 10. 0622 9.7520

10 Parkinsons 0.7833 0.7903 0.7689 10.7103 9.7383 10.3584

11 ParkinsonC 0.8391 0.8400 0.8190 360.0081 365.8322 369.1070

12 SPECT 0.7108 0.6960 0.6576 9.7201 9.6050 10.7832

13 Cleveland 0.6163 0.5966 0.5333 6.0003 6.8097 6.6899

14 HeartEW 0.9207 0.9116 0.9388 6.0619 7.0105 6.3100

15 Hepatitis 0.7888 0.7903 0.7500 9.0996 8.2011 8.3569

16 SAHear 0.7259 0.7036 0.6992 3.5039 3. 1551 3.2222

17 Spectfheart 0.7419 0.7303 0.7013 19.6914 21.0030 20.4598

18 Thyroid0387 0.9607 0.9603 0.9776 7.0071 8.0116 8.4563

19 Heart 0.8192 0.8126 0.7603 7.1900 6.1505 6.2752

20 Pima-diabetes 0.8201 0.7956 0.8065 6.2814 6. 8387 6.7612

21 Leukemia 0.9914 0.9900 1.0000 3559.6091 3560.5107 3570.7137

22 Colon 0.7228 0.7176 0.6667 989.2715 1000.0067 991.5551

23 Prostate_GE 0.6307 0.6010 0.5056 2961.0041 2979.4116 2984.7153

Average 0.8071 0.7983 0.7746 349.6698 351.4142 351.9462 

In 18 datasets, including Diagnostic original, Coimbra, BreastEW, Retinopathy, Dermatology, 

Lymphography, SPECT, Cleveland, HeartEW, SAHear, Spectfheart, Thyroid0387, Heart, Pima-

diabetes, Leukemia, Colon and Prostate GE, the AOA-GD method outperformed the CHIO-GC 

method with regards to classification accuracy. Additionally, the AOA-GD approach outperformed the 

LBMFO-V3 technique in 17 datasets, including the Original, Prognost, BreastEW, Retinopathy, 

Lymphography SPECT, Parkinsons, ILPD-Liver, Colon, Cleveland, Hepatitis, SAHear, 

Spectfheart,,Heart, Parkinson C, Pima-diabetes and Prostate GE. The AOA-GD strategy outperformed 

the CHIO-GC and LBMFO-V3 approaches across each dataset, with on average accuracy of (0.8071). 

In 16 datasets, the AOA-GD technique outperformed the CHIO-GC method in terms of selection size, 

including Diagnostic, Prognostic, Coimbra, Retinopathy, Dermatology, ILPD-Liver, Lymphography, 

ParkinsonC, Cleveland, HeartEW, Spectfheart, Thyroid0387, Pima-diabetes, Leukemia, Colon and 

Prostate GE. Additionally, the AOA-GD technique outperformed the LBMFO-V3 method in 17 

datasets, including Diagnostic, Prognostic, Coimbra, Retinopathy, Dermatology, ILPD-Liver, 

Lymphography, ParkinsonC, SPECT, Cleveland, HeartEW, Spectfheart, Thyroid0387, Pima-diabetes, 
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Leukemia, Colon and Prostate GE. Across all datasets, the AOA-GD had an average selection size of 

349.6698 features. Figure 4 graphically illustrates, respectively, the average accuracy and average 

selection size of the three methods. 

Figure 4. Average accuracy and average selection size of all three methods on the 23 medical 

benchmark datasets. 

5.5 Discussion 

The initial results for the AOA demonstrated that the search mechanism of the algorithm finds a 

reasonable balance between exploration and exploitation [41]. The capacity of metaheuristic 

algorithms to uncover optimum solutions throughout the search process is one of its most important 

characteristics. According to the findings, the suggested hybridization of the GDA with the AOA 

improves the AOA's exploration capabilities, allowing it to better choose the initial characteristics 

necessary to fulfill the aim of optimizing the solution. In other words, the suggested change aided in 

improving the balance between exploration and exploitation. 

In all 23 datasets, Table 4 demonstrates that the AOA-GD approach surpassed the AOA approach in 

terms of classification accuracy, highlighting the utility of the proposed hybrid AOA-GD technique for 

striking an acceptable balance between exploration and exploitation. Additionally, as shown in Table 

4, Figure 6 and Figure 7, the AOA-GD excelled in terms of the highest and lowest accuracy 

achievable throughout each run. Finally, the AOA-GD demonstrated to be beneficial in narrowing the 

accuracy gap between maximum and minimum values and accelerating convergence. 

6. CONCLUSION

The FS problem is one of the most pressing concerns for academics across a broad range of 

disciplines; metaheuristics has been widely used in recent years in feature services (FS) to reduce the 

number of features mandatory to obtain satisfactorily honest results, with the objective of growing to 

have reliability and performance. The AOA metaheuristics was used in the current work for two 

proposed models for addressing FS issues in medical diagnosis. The first model was based on the 

basic AOA, while the second entailed integrating the AOA with the GDA in order to obtain a better 

balance between exploration and exploitation in the AOA. 23 medical datasets were used to evaluate 

the suggested approaches. Many measures were used to compare the two strategies, including number 

of selected features, classification accuracy, recall, precision, convergence speed, F-measure and T-

test. The findings of all data analyses indicated that the AOA-GD enhanced the exploratory 

capabilities of the original AOA. Moreover, the feature selection size and classification accuracy of 

the AOA-GD were compared to those of other approaches previously published. The investigation's 

findings indicated that the AOA-GD technique outperformed the CHIO-GC and LBMFO-V3 wrapper 

approaches. AOA-GD surpassed the CHIO-GC and LBMFO-V3 in the majority of medical 

benchmark datasets with an accuracy rate of 0.80 and a selection size rate of 349 features, according to 

the results of the study. These encouraging findings were obtained as a consequence of a well-

balanced AOA-GD search phase during the identification of appropriate solutions, which increased the 

pace of convergence. This optimum balance was reached by combining the AOA with the GDA, since 

the GDA was able to correct the unacceptable solutions that were obtained during premature 

convergence and while confined in a narrow optimal search space, respectively. 
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 ملخص البحث:

يييييب انايييييبد ّةيييييا  ذيييييعلاب ّةملانئييييين     ييييين  ّةص    ييييين   ّ  ّة   يييييب  ص ييييين ث  ى تصح ييييياح يييييث ّة ح فيييييل الط

  لانييييييب. ك ييييييا  ةييييييةى فييييييل إنيييييين  ّةقح ّاييييييب ّة  صلاييييييبى فيييييي  ح  ص لاييييييب ّئ ليييييين  ّةملانئيييييين   ك   حثلاييييييب

صن  ّةص  صب  ملا   أةبً  انالابً  ن  ي   ا ّةكثلار  ن ّة ححق ن . ّة حِّ

يييييييصن    ييييييير  ّئ لييييييين  ّة حِّ (  نييييييينً    يييييييا FSةيييييييّّى ئليييييييقحة فيييييييل  يييييييّق ّة   يييييييب نييييييير ل لان  ييييييين ن 

( AOA يييييييييييب ّةح ييييييييييين لاب  ب ّلأ ث  خ ّ ز لاييييييييييين   نةلايييييييييييب ّة ح الاييييييييييي ى ك نةيييييييييييّحّ  خ ّ ز لاييييييييييي

يييييير ّة  ييييييلا    (ى فييييييل  حنكةييييييبد ةص ّاّييييييب  حييييييقحي ّة ح يييييي لا . ك ييييييق  يييييي حGDAكخ ّ ز لاييييييب ّةا صط

 ييييييييييين   ص  ييييييييييين  ّةملانئيييييييييييين   23(   يييييييييييا AOA-GD( ك  AOAن:  ّخ مييييييييييين  ئصييييييييييي  الاط 

 ييييييب ّةح يييييين لاب . ك نيييييينً    ييييييا اصلاييييييا ّةملانئيييييين  ّة ح ر ملاييييييبى فيييييي  ح  ّ ييييييلان ّلأ ث  لاييييييبّةصرا لاييييييب ّة مح 

يييييييرّة  لا  زّ    يييييييا ئ   ّ ز لايييييييب   د   صييييييي د  ييييييين   يييييييق ى ّلأ ث  يييييييب ّةح ييييييين لاب   يييييييا حيييييييّةا صط

يييييصن   ييييير  ّئ لييييين  ّة حِّ يييييم  لن ئيييييب ّةنح ييييينة ّةّ يييييلان ّةصل ييييير   ييييينتن لاطن  ييييين ن  ى  صح دّ ّةمحيييييد.   ق ييييي

(. ك نييييييييييييييق   ملايييييييييييييي  ّة حر لييييييييييييييب LBMFO_V3( ك  CHIO-GCّةص يييييييييييييي  ق  ب ايييييييييييييين لنً  

يييييين ل لان ّة ّةصل راييييييب يييييير ل لان ّة ح ص يييييين  إةلاّصيييييين مئعيييييينً   ييييييا   ص  يييييين  فييييييل  ييييييّّ ّةمحييييييد كّة ح

ى ك  يييييينكز  0.80ّةملانئيييييين  ّةييييييث ح كّة  يييييير نى الحلييييييم ّة حر لييييييب ّةصل راييييييب   ييييييقح    حييييييبد   يييييي  

 ّةة ّة حر ل لان ّة ن ل لان.
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ABSTRACT 

Cervical Cancer (CC) is the second most frequent malignancy in women worldwide, with a 60 % mortality rate; 

it is the leading cause of death worldwide. The majority of cervical cancer deaths occur in less developed 

countries where there is a lack of screening programs and sensitization about the disease. CC cannot be 

detected in its early stages, since it does not reveal any symptoms and has a long latent period. Accurate staging 

can aid radiologists in providing effective therapy by utilizing diagnostic methods such as MRIs. In this paper, 

two approaches are proposed. The first consists of introducing an automatic system for early detection of CC 

using image processing techniques and axial, sagittal T2-weighted MRIs for analysis to determine the 

pathological stage of tumour and identify the real impact of cancer, that will help the patient to be treated with 

high efficiency and properly. This detection process goes through three major steps; i.e., pre-processing to make 

the representation of MRIs significant and easy to be analyzed, then segmentation was performed by region 

growing and geometric deformable techniques to extract the region of interests (ROIs). In the next step, we 

extract two categories of features based on statistical and transform methods in order to describe our ROIs. At 

the final step, five classifiers were trained to classify the MRIs into two classes: benign or malign. The second 

approach aims to increase the performance of pre-trained Deep Convolutional Neural Networks (DCNNs) based 

on Transfer Learning (TL) used to classify our Female Pelvis Dataset (FP_Dataset) by adopting the stacking 

generalized method that provides a more efficient and robust classifier. Data augmentation is a pre-processing 

method applied to our MRIs and a dropout layer is used to prevent networks from overfitting in our small 

dataset. The results of experiments show that data augmentation and stacking generalization represent an 

efficient way to improve accuracy rate of classification. 

KEYWORDS 

Cervical cancer, MRI, Segmentation, Features, DCNNs, Transfer learning, Stacking, Classification. 

1. INTRODUCTION

Cervical cancer is ranked 4th among the world’s female cancers. About 500 000 cases of cervical 

cancer [1], 200 000 cases of cancers of the body of the uterus and 200 000 cases of other 

gynecological cancers, such as ovaries, vulva and vagina, appear each year [1]. In Morocco, uterine 

cancer is ranked 2nd among female cancers in Moroccan women, with more than 3300 new cases and 

2500 deaths per year [2].Cervical cancer is characterized by uncontrolled proliferation of abnormal 

cells that can invade and damage normal tissue [3]. The majority of cervical cancers originate in the 

cells that line the cervix. These cells do not transform directly into cancer; instead, normal cells in the 

uterus progressively develop precancerous changes that can turn into cervical cancer. The incidence of 

cervical cancer increases with age and reaches a stage from age 50; the main cause of CC is due to a 

sexually transmitted infection: Human Papillomavirus (HPV).In most cases, this infection is 

eliminated naturally in about 80% of women and in 10% of women this virus can cause precancerous 

lesions that can develop into tumours. Other causes that can lead to cancer include smoking, 

suppression of the body’s immune system…etc. As mentioned above, CC has no symptoms. 

Therefore, as part of prevention, women should perform a Pap Smear test, which is a widely used 

colposcopy to check the uterine and vagina. This test can identify abnormal and irregular cells on the 

cervix and helps detect the cancerous tissues at an early stage. 

In this work, we will take the following technical route: we will represent the state-of-the-art in the 

related work section, the proposed approaches, which are divided into two subsections; the first 

depicts approaches based on image processing techniques and the second on Deep Convolutional 

Neural Networks (DCNNs), the evaluation of the different proposed approaches in the experimental 

results section and finally the conclusion. 
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2. RELATED WORK

MR image interpretation for the diagnosis of female pelvis part is a time-consuming, sensitive and 

hard complicated task due to different characteristics, such as size, shape and texture. To overcome 

this problem, two different categories of pre-treating, segmenting and classifying techniques exist. 

2.1 Classical Methods 

To detect and classify Cervical Cancer (CC), several works have been carried out using colposcopy 

images to observe cell change and X-ray techniques to analyze tissues and tumour extension in case of 

their presence. Among these works, we find the following: Bethanney et al. [4] suggested an automatic 

cervical cancer diagnosis method based on texture descriptors and SVM multiclass classification 

(Support Vector Machine). Their work is divided into four stages: Pre-treatment, in which MRIs are 

pre-treated by removing undesired noises and other factors by equalizing the histogram and increasing 

the contrast, as well as using a nonlocal means filter. In the segmentation phase, the authors used the 

region growth method to extract ROIs; in the description phase, a gray level co-occurrence matrix was 

used to extract significant features about ROI texture; and finally, multiclass SVM was used to classify 

data into non-cancerous, benign and malignant. 

Mithlesh et al. [5] work revolves around the use of Pap Smear images to perform automatic 

approaches to determine the shape, size and texture of the nucleus of the cell; their work is divided 

into three stages: Pre-processing, segmentation and classification. The Pap Smear images are 

converted to grayscale and in order to extract the nucleus from the cytoplasm, the borders must be 

highlighted with contrast enhancement before using the Gaussian filter to reduce noise. To extract the 

ROI, several thresholds are utilized that vary depending on the input image; the image gradient is 

calculated to define the boundaries of the nucleus and then the morphological operators are used to 

clean the segmented image. They extracted the nucleus properties for the classification phase during 

the description step and the characteristics used are: number of nuclei in the image, area, compactness, 

major axis, minor axis, aspect ratio and eccentricity. They used the Support Vector Machine to classify 

their data into three different classes, CIN1, CIN2 and CIN3.  

Robert et al. [6] also employed Pap Smear images to construct an automatic detection system in order 

to eliminate difficulties caused by interpretation under the microscope; their work was divided into 

four phases: They used a Kernel of 3*3 for pre-processing and to determine the optimal kernel 

coefficients, they used a genetic algorithm with a repeat of 50 to 100 iterations, followed by a 

convolution procedure to obtain a noiseless image. After transferring the improved image (RGB) to 

the HSI space, the segmentation stage employs mathematical morphological operators. In the feature 

extraction or description step, five features are extracted: energy, local variation, correlation, entropy 

and homogeneity. Finally, in classification, they used the K-means method to classify the input image 

as normal or abnormal based on the extracted characteristics. 

The work [7] comprises the identification and categorization of cervical cancer utilizing MRI scans, 

with the following workflow: Preprocessing; this phase allows for the enhancement of MRI image 

intensities via gamma correction and the probability of pixel luminance distribution. Then, the authors 

adopted Otsu thresholding for segmentation, which was based on thresholding by determining an ideal 

grey level to separate the ROI from its background. In the feature extraction step, they used gray level 

co-occurrence, contourlet features and Gabor features matrix. At least, the classification step consists 

in classifying the data into normal or abnormal based on the Support Vector Machine (SVM) 

technique. Sajeena et al. [8] proposed an automated method for the identification of cervical cancer by 

segmenting and classifying cervical cells; their paper is provided in four steps: Image acquisition for 

Pap Smears, then noise reduction using the non-local means filter to improve the visual quality of the 

image. Then, the K-means clustering method is used to partition the cell to cytoplasm, nucleus and 

background and the Radiating Gradient Flow (RGVF) snake is conducted. Six features are calculated 

from the extracted ROI: Area, compactness, major axis, minor axis, aspect ratio and nucleus 

homogeneity. Finally, classification is used to classify the data as normal or abnormal, with three 

different classifiers. 

2.2 Deep-learning Methods 

The last years, deep-learning model (Convolutional Neural Network) achieved a big success in 
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analyzing and classifying biomedical images that were being seen in health-care systems for detecting 

tumours, like lung nodule classification, breast cancer detection, identification of skin disease, …etc. 

In order to get a stable, fast and accurate model Transfer learning technique is used to improve CNN 

architecture.  

In [12], Almubarak et al. used CNN to classify squamous epithelium into 4 grades of Cervical 

Intraepithelial Neoplasia (CIN) by dividing the epithelium into 10 segments and each segment into 3 

parts (top, middle, bottom); then, they used a Deep Neural Network which consists of 32 filters with 

limited epochs and obtained a gained accuracy rate of 77,25%. Sun et al. [13] adopted random and 

hybrid decision tree to classify the cancerous images (Pap Smear images) into two classes: normal or 

abnormal, where the accuracy rate was 94.4%. 

Antonios Makris et al. [14] proposed using Deep Convolutional Neural Networks to classify COVID-

19 using a variety of pre-trained models including Xception, InceptionV3, MobileNetV2, VGG16, 

VGG19 and NasNetLarge. The dataset is divided into three classes: Covid, Normal and Pneumonia, 

which are classified using chest X-ray images that were split into 80 % and 20% for training and 

testing, respectively, with 35 epochs, a learning rate of 1e-3 and a batch size of 8.The best accuracy 

was 95.88% when using VGG16 as a fine-tuned pre-trained model.  

The authors of [15] used deep learning to create a diagnostic system for cervical squamous 

intraepithelial lesions. They collected data to create three deep-learning models. The first step in this 

work consists of pre-processing data by resizing all images into 512*512 pixels and dividing them into 

100 categories by K-means and randomly relocating them into three sets (training set, validation set 

and test set). The second step is based on transfer learning technique using ResNet pre-trained model 

on ImageNet dataset to improve the efficiency of the proposed techniques, in order to classify images 

into two groups. Their proposed approach obtained an accuracy rate of 84.10% with an AUC of 0.93 

and for evaluating segmentation, the DICE metric was used and they obtained an average accuracy of 

95.59%. The authors proposed two deep-learning CNN architectures to detect cervical cancer based on 

colposcopy images in [15]. The first is the pre-trained VGG19 model, which achieved an accuracy of 

73.3% and the second is CYENET, which achieved an accuracy of 92.3%. 

In [9], Saumaya et al. improved and fine-tuned the EfficientNetB3 model to classify malignant skin 

lesions by comparing several pre-trained models, such as ResNet50, InceptionV3, InceptionResNetV2 

and EfficientB0-B2 models. Their proposed model achieved an accuracy of 87.12%, a recall of 

87.12%, a precision of 87.12% and an F1-score of 85.12%. In [10], a modified K-means is suggested 

to extract the region of interest from mammography, followed by textural features retrieved using 

GLCM and Gabor and CNN features extracted using the pre-trained model InceptionV3 after simple 

pre-processing and cropping. Cross-validation is used to assess the quality of the retrieved features 

using five different classifiers; namely, SVM, KNN, MLP, RF and NB. 

3. THE PROPOSED APPROACHES

The proposed approaches are presented in this section by explaining each stage of the computer-aided 

diagnostic system of the first approach that has some objective to finally achieve the obtained results 

and those can be obtained by adopting and applying different techniques, such as noise removal, 

filtering and contrast enhancement in the pre-processing step. Similarly, the image segmentation step 

consists of extracting the ROIs, followed by feature extraction and selection to obtain significant 

characteristics that better define our ROIs. Finally, we go to the classification step to categorize our 

female pelvis dataset as malign or benign. Due to a lack of female pelvis MRIs, we chose a deep 

convolutional neural network with transfer learning as our second strategy in order to increase the 

learning capability of the suggested model and develop a meta-learner that improves the performance 

of our proposed model. In the next subsections, we will go through each stage of each proposed 

approach in further detail. 

3.1 First Proposed Approach 

To increase the chances and possibilities of detecting cervical cancer in early stages, we have proposed 

two approaches based on the analysis and interpretation of MRI images. The female pelvis MRIs used 

in this work are collected from different web sources. In this paper, we worked with two slices of the 
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pelvic part: axial and sagittal, which allowed us to better visualize the tumour in order to extract it and 

place it in its most appropriate pathological stage, with the aim of enhancing the chances of survival 

and healing. 

 

Figure 1. Block diagram of the first proposed system. 

Figure 1 depicts the global schema of our first proposed detection system based on image processing 

techniques taking place in four steps. 

1) Pre-processing: Denoising and enhancing borders of structures and tissues in order to get a

better visual quality of MRI scans for further phases.

2) Segmentation: Consists of extracting the region of interests (ROIs) or tumoral zones using

two different approaches: Distance Regularized Level Set Evolution (DRLSE) and Region

Growing-based Gradient. Those techniques are largely used for image analysis in many fields,

such as segmentation of brain tumours using LevelSet evolution [16], automatic detection of

man-made objects from aerial and satellite images based on LevelSet evolution [17],

automatic image segmentation by integrating color-edge extraction and seeded region growing

[18] and adaptive region growing technique using polynomial functions for image

approximation [19].

3) Feature Extraction: Crucial step for separating beneficial characteristics from the extracted

ROIs.

4) Classification: Final step of the process of detection and classification by categorizing our

female pelvis dataset into malignant or benign.

Detection of cervical cancer is a complicated task that requires high precision in detection to stadify 

our Female Pelvis MRIs, which is why we have proceeded with a pre-processing step to improve the 

MRIs quality and then we select our ROIs as is required in the segmentation step using two different 

approaches as cited above; region-based technique by implementing region growing method, which is 

simple, fast and computationally inexpensive. The second segmentation strategy was based on 

boundary or contour to recognize abrupt changes in grayscale images. These algorithms are versatile 

in recognizing ROIs by respecting their morphology that will help us in further steps. 

3.1.1 Pre-processing 

MRI images of the pelvic area are altered by a variety of noise leading to inaccuracy in the detection 

of cervical cancer and this is due to a variety of factors during the process of imaging the pelvis, such 

as the influence of contrast, temperature and other factors like the technics problem in the machines 

during the capturing which affects the MRI by a blurring which does not allow a better visualization of 

the different regions of the pelvis. In order to remedy these alterations and enhance the visual quality 

of images to be more useful and usable and to increase the efficiency of our different proposed 

approaches, we have to go through an essential phase which is pre-processing. In this study, it is 

essential to have information on the edges to be able to retrieve the region of interest (ROI); for 

example, we have filters such as the averaging filter that smoothes the sudden change in illuminance 

on the borders, which is not perfect for our case study, so we chose to use a non-linear filter that 

removes Gaussian noise while keeping the edges, which will give us a clearer image that is easier to 

analyze and interpret. It is the bilateral filter. 

    (a) Original image                (b) Pre-treated image 

Figure 2. Pre-processing phase based on bilateral filter. 

Input MRI 

Scan

Pre-processing Pre-segmentation

Edge/Region-based 

SegmentationFeature Extraction Classification 
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Bilateral Filter (BLF) [21]-[22]: The basic idea of this filter is to add weights to the Gaussian 

convolution taking into consideration the distance between pixels in the illuminance space. This filter 

is used for noise reduction and image enhancement; this filtering technique is adapted to our MRI 

images by preserving their disjunctions to separate the images into different regions [16]. It consists in 

filtering the MRI images of the pelvis while keeping the abrupt change of intensities between the MRI 

structures (the edges). 

Contrast Adjustment 

MRI images of the pelvic area are pre-treated with the bilateral filter (BLF) to remove the noise 

existing in the images while keeping the edges of the different parts composing the pelvis. Then, we 

move on to another problem that arises when taking MRI scans, which is the contrast. To limit the 

impact of this problem, we must adjust it to improve the clarity of our data and facilitate the execution 

of the next steps of our proposed detection system. MRI images are enhanced using an innovative 

strategy of adjusting the image intensity; the imadjust function is used to transform the intensity of 

images to enhance the appearance of the pelvis regions for better quantification results. This function 

is given by 𝐽 = 𝑖𝑚𝑎𝑑𝑗𝑢𝑠𝑡(𝐿, [𝐿𝑜𝑤𝑖𝑛 𝐻𝑖𝑔ℎ𝑖𝑛], [𝐿𝑜𝑤𝑜𝑢𝑡 𝐻𝑖𝑔ℎ𝑜𝑢𝑡], 𝑔𝑎𝑚𝑚𝑎) in Matlab [23]; it consists

into mapping the intensity values for the input image to new values (J between 𝐿𝑜𝑤𝑖𝑛  𝑎𝑛𝑑  𝐻𝑖𝑔ℎ𝑖𝑛 

mapped to values between 𝐿𝑜𝑤𝑜𝑢𝑡  𝑎𝑛𝑑  𝐻𝑖𝑔ℎ𝑜𝑢𝑡); as a default, 1% of the data is immersed at both low 

and high input image intensities [24]. If gamma is greater than 1, the mapping goes toward dark output 

values. In this work, gamma value is set to 1 which is the default value and it gives desired results for 

our MRI data of the pelvis. 

Pre-segmentation: Initialization Phase 

In the field of cervical cancer detection, the authors proposed in this work [25] an initialization phase 

before proceeding to the segmentation based on the K-means algorithm. Using this algorithm, we 

observe that the different structures of the pelvis are better contrasted and the borders of the 

neighboring structures are clear. For the axial oblique section, it is divided into 5 essential regions 

(uterus, rectum, bladder, pelvic floor muscles and the tumour if present) as well as for the sagittal 

section (uterus, ovaries, rectum, acetabulum and the lesion if present).Figure 3 illustrates the results 

obtained for the pre-segmentation phase. 

Segmentation Step 

Image segmentation is a critical and crucial step in image analysis, especially for medical images 

where the information to be extracted is very important and where any loss of information can modify 

the final decision. It consists of dividing an image into regions or categories, which correspond to 

different objects or parts of objects. The interest of this segmentation is to be able to manipulate these 

regions via high-level processing [26] to extract their shape characteristics (i.e., distance, position, 

size, …etc.). Segmentation methods are classified according to two properties: similarity and 

discontinuity. Based on these properties, image segmentation is defined by two categories: edge-based 

segmentation and region-based segmentation. The region-based segmentation divides an image into 

similar areas of connected pixels. In our study, we were based on the region growing method and for 

edge-based or discontinuity-based techniques, we were based on the regularized distance of level set 

evolution. In the segmentation step of our proposed detection system, we extract the ROI which is the 

cervical tumoral zone, the region where the cancer is present and where it has spread too. More details 

are given in the following sections.  

       (a) Pre-treated sagittal         (b) Initialization                (c) Pre-treated axial              (d) Initialization 

Figure 3. Sagittal and axial image initialization by K-means algorithm. 

Geometric Deformable Model 

Geometrical method is a model based on the curve evolution technique. The curves are always 
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 evolving towards the normal direction. Geometrical snakes are represented implicitly [24] as the zero- 

level set of the surfaces with higher dimensions [27]. The update is performed on the surface function 

in the entire image domain. 

Level Set Method (LVS): LVS is presented by Osher and Sethian [28]. It is the surface that intersects 

the plan and gives us a contour. LVS is the formulation of active contours; this surface is updated with 

forces derived from the images. In 2D, the curve around the object to be segmented or extracted 

evolves depending on the internal and external forces. 

 Internal forces: Defined in the properties of the curve; preservation of the smooth appearance

of the curve during its deformation.

 External forces: Defined from the image; curve deformation according to the characteristics

of the image.

In 3D, the level set (LSF) function incorporates this curve as a zero-level set, which means that it is a 

surface ∅ with no height ∅ = 0. Moving fronts are noted by C represented by the zero level 𝐶(𝑡) =
{(𝑥, 𝑦)/∅(𝑥, 𝑦, 𝑡) = 0} of the level set function ∅(𝑥, 𝑦, 𝑡) = 0. The main idea of this technique is to 

place a contour in an image which deforms until it achieves an optimal position and shape. A point 

𝑥 = (𝑥, 𝑦) belonging to the front of the surface evolves over time, so we denote by 𝑥(𝑡) its position. 

For each point 𝑥(𝑡)  on the front has by definition no height, thus: 

∅(𝑥(𝑡), 𝑡) = 0        (1) 

Level set methods are represented by a partial differential equation (PDE) to determine the position of 

 ∅ at any time t, where the PDE is as follows: 
𝜕∅

𝜕𝑡
+ 𝐹|∇∅𝑡| = 0     (2) 

The level set method is used to solve several problems in different research fields, such as medical 

imaging, engineering fields, …etc. The application of LevelSet Standard methods suffers from 

irregularities of the Level Set Function (LSF) during evolution. The PDE can develop a sharp or flat 

shape during evolution, which makes the calculations very inaccurate  that necessitates a 

reinitialization; the latter is executed by periodically stopping the evolution and reshaping the 

degraded LSF as a signed distance function; the distance signed 𝑧 = ∅(𝑥, 𝑦) is a surface the plane 

tangent of which makes an angle of 45° with 𝑥𝑦 in the plane and the 𝑧 axis. This condition is verified 

by the property of the distance signed |∇∅| = 1 [29]. The disadvantage of a reinitialization is that it 

affects numerical accuracy, which is why PDE is converted into a variational levelling [30] technique 

based on energy minimization, useful for adding external shape, color or texture information to the 

model. 

Distance Regularized LevelSet Evolution (DRLSE) 

For the segmentation of MRI images of the pelvic part, we use information provided by the edges to 

determine the external energy; the distance regularization method for the evolution of levelSet 

(DRLSE) [30] consists in determining a convolution function that smoothes and reduces the noise in 

the image. This function g always takes minimum values on the edges of an object against other 

regions. The formula of the convolution function is represented as follows: 

𝑔 ≜
1

1+∇𝐺𝜎∗𝐼
        (3) 

where 𝐺𝜎 is the Gaussian kernel with a standard deviation 𝜎 and I is the image to be segmented 

defined on a domain Ω. The definition of functional energy is as follows: 

𝜀(∅) = 𝜇𝑅𝑝(∅) + 𝜆𝐿𝑔(∅) + 𝛼𝐴𝑔(∅)    (4) 

where 𝜇 > 0 is a constant and 𝑅𝑝(∅) is the term of regularization of level set; its formula is defined as 

follows: 

𝑅𝑝(∅) ≜ ∫ 𝑝(∇∅)𝑑𝑥  (5) 

where p is a potential; 𝜆 > 0  and 𝛼 ∈ 𝑅 are the coefficients of the functional energies 𝐿𝑔(∅)  and

𝐴𝑔(∅).

The DRLSE (Distance Regularized Level Set Evolution) approach is used for the segmentation and 

extraction of the region of interest. In our case study, it shows a great efficiency, since it respects the 

edges and the geometric shape of the ROI given the high importance of the latter for staging. The 
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obtained results for segmenting axial and sagittal MRIs of the cervix by the DRLSE are shown in 

Figure 4 and Figure 5, respectively. 

(a) Pre-treated MRI (b) Segmented image  (c) Binary image 

Figure 4. Segmentation of axial MRI by DRLSE approach. 

(a) Pre-treated MRI                         (b) Segmented image (c) Binary image 

Figure 5.  Segmentation of sagittal MRI by DRLSE approach. 

As shown from Figures 4 and 5, the pelvic parts or the suspected tumoral cervix zone is well limited 

by the red curve as presented in the figures, which delimits and fits too well the cervical tumoral parts 

to keep only the extracted ROI. As shown in Figures 4 (c) and 5 (c), we apply a simple thresholding to 

previously segmented images. We can notice from these results that the segmentation of cervical MR 

images by DRLSE approach gives a good separation of ROI with fine and better localized contours. 

Region-based Techniques 

Region growing method allows to group in an iterative way connected regions whose union respects a 

property of homogeneity; it is a tool used for image segmentation introduced by ZUCKER and it has 

been used repeatedly for the segmentation of medical images [17]. In this paper, new algorithm of 

segmentation based on the gradient and the seeded region growing for cervical cancer is introduced to 

extract the malignancy from the MRI images, so first we calculate the gradient of the pre-treated and 

initialized MRI in order to determine the edges of different parts that compose the MRI perfectly and 

to avoid the problem of over-segmentation caused by the selection of seed points. There are several 

edge detection algorithms; the most popular and used are Canny, Sobel and Prewitt. Commonly, the 

gradient of an image is computed by convolving the image with kernel (filter mask) yielding the image 

derivatives in x and y directions. The magnitude and direction of the gradient can then be calculated 

using those derivatives. The region growing technique is our second approach, since it allows us to 

segment the image well and extract the lesion with precision, always keeping its geometric shape as 

we have already mentioned in the first approach, since the geometric shape is very important for the 

next phase (classification). The results of this approach are illustrated in Figures 6 and 7 for axial and 

sagittal MRI cervix images, respectively.  

    (a) Pre-treated MRI  (b) Segmented MRI          (a) Pre-treated MRI        (b) Segmented MRI 

    Figure 6. Segmentation of axial MRI by         Figure 7. Segmentation of sagittal MRI by 

        RG-based gradient.     RG-based gradient. 

3.1.2 Feature Extraction 

In order to extract beneficial characteristics from the image, we should go through feature extraction 
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or descriptors, where selecting features helps in the classification, clustering or prediction step by 

representing our data in a better way .It consists in finding the most compact and informative set of 

features by measuring properties like color, texture or shape of the whole image or sub-image that is 

represented in our study by the region of interest (ROI) or the tumoral zone.  

During this work, we choose Gray Level Co-occurrence Matrix (GLCM) [31], which is a statistical 

tool that extracts second order texture data from image as texture analysis is well adopted to the 

monitoring of disease and for characterizing the lesions [32].Also, we proceed to the utilization of 

Local Binary Pattern (LBP) that characterizes the texture present in the image in the gray levels by 

attributing to each pixel of the image a value that describes or characterizes  the local binary pattern 

around this pixel [33].Among the approaches of texture analysis, there are techniques based on 

transform methods, such as Discrete Cosine Transform (DCT) [34] that allows the change of the 

field of study while keeping exactly the same studied function. In our work, we study MRIs; which 

means a 3-dimensional function: X and Y, indicating the pixel and Z the value of the pixel at this 

point. The features extracted from the region of interest (ROI) are depicted in the following table. 

Table 1. Summary of image features extracted. 

Feature Feature description 

DCT  a1, a2 

LBP l1, l2, l3, l4, l5, l6, l7, l8, l9, l10 

GLCM  g1, g2, g3, g4, g5, g6, g7, g8 

MAX Length of major axis of the extracted ROI 

A Total number of pixels in the ROI 

C Compactness(
𝑃2

𝐴
), where P is the perimeter and A is the area of the ROI 

3.1.3 Classification Step 

Classification plays an important role in medical applications. In this section, we have outlined the 

classification of cervical cancer. The CC detection is a very challenging task as this cancer occurs 

without revealing any symptoms. In this paper, five classifiers including Random Forest (RF) [35], 

Artificial Neural Network (ANN) [36], Decision Tree (DT) [37], K-nearest neighbour (KNN) [38] 

and Gradient boosted tree (GBT) [39] are applied to figure out the appropriate classification of our 

data. Before the step of classification, we should go through the normalization, because it makes data 

have the same scale, so each extracted feature is equally important; if we forget to normalize, one of 

our features might completely dominate others. In our case, we choose using Z-score normalization 

by adopting the following formula: 

Figure 8.  Block diagram of the proposed approach of classification. 

𝑍𝑠𝑐𝑜𝑟𝑒 =
𝑣𝑎𝑙𝑢𝑒−𝜇

𝜎
(6) 

where 𝜇 is the mean value of the feature and 𝜎 is the standard deviation of the feature. This technique 

shows a good result, as it can handle outliers. The schema below depicts the CC classification process. 

3.2 Approaches to Classification-based Deep Learning  

The second proposed approach is based on Convolutional Neural Networks (CNNs). It consists of 

adopting an ensemble model [46] designed by collaborating six different transfer learning techniques; 

i.e., NasNetLarge, Xception, VGG16, ResNet152V2, MobileNetV2 and InceptionResNetV2.

Ensemble learning leads to augment the classification rate, which leads us to get a powerful approach 

by remedying the problem caused by the high variance that occurs from the stochastic nature of the 

neural networks in training. The ensemble learning approach proposed in this work is called stacking 

generalization or stacking, where a new model learns how to better combine the predictions from the 

different sub-models. It enhances the learning system's generalization ability; the base learners or 

Extracted Features Normalization

(Z-score)

Best Features selection according 

to each classifier (Forward 

selection)

Partitionning Data 

(cross-validation) 
Classifiers Decision (Benign/Malign) 
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classifiers can be chosen or generated in two manners: The dataset is identical to the various learning 

algorithms (heterogeneous learners) or the other way around (homogenous learners). The stacking 

procedure goes through two steps: 

 Level 0: learns to make predictions from training dataset (inputs).

 Level 1: takes the outputs of the proposed sub-models as input and the meta-learner makes

predictions from this data. 

3.2.1 Convolutional Neural Networks 

CNN models perform in a better way in various domains, such as industry, agriculture, detection and 

classification of medical diseases. The conception or the architecture of CNNs clones the visual cortex 

system of humans [48]-[49]. It consists of three main steps; the first is convolutional layers, the second 

is the pooling layer and finally the fully connected layer that are mandatory layers; the secondary 

layers  are depicted by the dropout layer which is used to overcome overfitting during training and the 

normalization layer; those layers are exploited to increase CNN model performance. The two first 

layers (convolutional and pooling layers) are in charge of learning to extract the essential features by 

applying a window size named kernel that convolves  the image to extract significant and important 

features that will be used in the classification tasks and the last one (fully connected layer=FC) does 

the classification.  

In this paper, we took six different types of Deep Convolutional Neural Networks (DCNNs) as cited 

above that have been pre-trained on natural image dataset (ImageNet) whose weight is used in 

Transfer Learning experiments. The Softmax function is implemented at the final layer (FC) to output 

the predicted probabilities to determine the class of the female pelvis MRIs. 

3.2.2 Transfer Learning 

It is often difficult to get a large dataset in the medical Imaging field; the data for CC_MRIs is much 

lesser. DCNNs cannot learn in a better way the small Dataset; it requires a huge one to train the model 

in order to provide better results. DCNNs with small dataset lead to overfitting; it occurs when the 

noise of data is captured by the model and it arises when this latter fit the data too well due to small 

dataset. All these problems can be resolved by Transfer Learning (TL) techniques.TL uses pre-trained 

DCNNs in two ways; first, they are used for feature extraction and then  the important knowledge is 

guarded and used by another model designed for classification. The second one is a more sophisticated 

technique, where some specific modifications are made to the pre-trained model to achieve good 

results. These modifications include architecture and hyper parameter adjustment. It is important to 

use the knowledge gained when we solve a problem of natural image recognition to solve different 

problems of medical image classification. TL or fine tuning is used to enhance the efficiency of 

DCNNs as cited above; it comprises removing the last fully connected layer of the pre-trained model 

on ImageNet, since the outputs are 1000 classes to adapt them to our desired output (two classes= 

malign/benign). 

In this proposed approach, we use Adamx optimizer and the categorical cross-entropy loss function to 

train the model on our MRIs.We adopt this TL technique, because our female pelvis dataset is small 

and this latter will help us in improving classification rate to get an efficient model of female pelvic 

MRI classification. To treat the lack of screening MRIs, we use an important technique which aids in 

enhancing our dataset; it is data augmentation. 

3.2.3 Data Augmentation 

Data augmentation is the most common method that reduces overfitting. It is used to artificially 

expand the size of dataset by creating modified versions of MRIs to improve the ability of the fit 

models to generalize what they have learned from new images. In this paper, the approach of 

augmentation is a pre-processing step, which means a geometrical transform of the image, such as 

random flip horizontally and vertically, random rotation within 45°, horizontal shear within 0.2 times, 

the image width, height and zoom within 0.2 times. 

3.2.4 Methodology of the Second Proposed Approach 

The scheme in (Figure 9), illustrated a diagram of the second proposed pipeline by presenting how we 

stacked different machine learning algorithms to improve the prediction rate for FP_Dataset. 
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Figure 9. The second proposed pipeline's detailed system. 

The following algorithm summarizes the different steps of our proposed approach for FP_Dataset 

classification. 

Algorithm1: Pseudo-code of the Stacking Generalization based Cervical Cancer Classification 

1: Input: Training FP_Dataset with Malignant and Begnin cases D= { (𝑥1, 𝑐1),( 𝑥1, 𝑐1), … . , (𝑥𝑛, 𝑐𝑛)}

2:              Base level classifiers 𝐶1, … , 𝐶𝑘

3:              Meta level classifiers �̂�1, �̂�2, �̂�3 

4: Output: Trained ensemble classifiers �̂�1, �̂�2, �̂�3 

5: BEGIN 

6: Step1: Train base learners by applying classifiers 𝐶𝑖 to FP_Dataset.

7:   for i=1, …, k  do 

8:         𝐵𝑖 =  𝐶𝑖(𝐷)
9: end for 

10: Step 2: Construct new Dataset of predictions �̂� 

11: for j=1, …., n do 

12:     for i=1, …, k do  

13: % use 𝐵𝑖  to classify training sample 𝑥𝑗

14:           𝑧𝑖𝑗 = 𝐵𝑖(𝑥𝑗)

15:      end for 

16: �̂�= {𝑍𝑗 , 𝑐𝑗}, where 𝑍𝑗= {𝑧1𝑗 , 𝑧2𝑗 , … . , 𝑧𝑛𝑗}

17: end for 

18: Step 3: Train a Meta level classifiers 

19: �̂�𝟏=�̂�1(�̂�)

20: �̂�𝟐=�̂�2(�̂�)

21: �̂�𝟑=�̂�3(�̂�)
22: Return �̂�𝟏, �̂�𝟐, �̂�𝟑 

In the following paragraphs, we provide a summary of the different deep convolutional neural 

Networks used in this paper. 

Xception: The Xception network was introduced by Chollet in 2017 [47]. It is a DCNN that stretches 

the inception concept to extremes; it introduces new inception layers that are created by depth-wise 

convolutions that are alternatives to classical convolutions and much more efficient in terms of 

computation times. The input format of images is 299*299. This network has a depth of 126 with 36 

convolutional layers to extract features and a global average pooling layer is adopted to replace the 

fully connected layers in order to reduce the number of parameters. Then, the activation function 

Softmax is used to output predictions. 

VGG16: VGG16 is a DCNN proposed by K. Simonyan and A. Zisserman (the visual geometry 

group). It has a depth of 16 [40] weight layers; it achieves an excellent accuracy on the ImageNet 

classification and on image recognition dataset. The input images format is 224*224, then the filters of 

3*3 are applicated in all convolutional layers in order to reduce the number of parameters. 

MobileNetV2: MobileNetV2 is an architecture proposed by Google to run on mobiles and an 
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embedded system [11]. In order to reduce the trainable parameter number, depth-wise separable 

convolutions are adopted in MobileNet architecture. Depth-wise separable convolution divides the 

kernel into two small kernels; one for depth-wise convolution and the other for point-wise 

convolution. This technique of dividing kernels helps in reducing the computational cost. In this work, 

the pre-trained MobileNet model on ImageNet dataset is imported. It uses an input image of 224*224 

and a depth of 88. 

InceptionResNetV2: InceptionResNetV2 is an architecture based on InceptionV3 [12] and 

Microsoft's ResNet [13]-[14]. It combines the properties of both. This architecture is used as a high-

level feature extractor which provides information about the image content that can help to 

characterize the information contained in our MRIs to better classify them. This model is adopted for 

extracting features and for classification. It has an input image format of 299*299 and a depth of 572. 

NasNetLarge: NASNet architectures can be tuned using the reinforcement learning search method by 

introducing a new concept of normal cell and reduction cell. The NasNetLarge architecture is designed 

specifically to train on large datasets. Since training on large datasets is expensive and resource-

intensive, the search for an architectural block is performed on a small dataset and then the block is 

transferred to a larger dataset using the NASNet search space. The key aspect of NasNetLarge 

includes the ScheduledDropPath regularization technique that significantly improves the 

generalization of NASNet models. 

ResNet152V2: Residual Networks (ResNet) [50] were proposed as a family of multiple deep neural 

networks with similar structures, but with different depths. ResNet introduces a structure called 

residual learning unit to alleviate the degradation of deep neural networks. The main merit of this unit 

is that it produces better classification accuracy without increasing the complexity of the model. The 

difference between ResNet152V2 and the original V1 is that V2 uses batch normalization before each 

weight layer. In the field of image recognition, it has a strong performance that justifies our selection 

among ResNet by Resnet152V2 as it achieves the best accuracy. 

We have modified the pre-trained architectures of Xception, VGG16, MobileNetV2, 

InceptionResNetV2, NasNetLarge and ResNet152V2 by adding dense layers with ‘relu’ activation, 

dropout and SoftMax layers with two outputs (malign/begnin). We implement our methods using 

Keras library and Tensorflow. For our experiments, we load weights of the pre-trained CNNs given by 

Keras. In the following part, we focus on machine-learning algorithms adopted as Meta learners to 

increase the classification rate. 

Adaptative Boosting: Adaptative boosting (Adaboost for short) algorithm is a technique used as an 

ensemble method in machine learning. The reason behind the name of this algorithm is that the 

weights are re-assigned to each instance by attributing higher weights to incorrectly classified 

instances. It is used to reduce bias as well as variance for supervised learning. As we said above, the 

main idea is to give more importance to the misclassified data points built by the first weak learner and 

then construct another weak learner based on the incorrectly classified data. The following formula 

represents the Adaboost algorithm: 

𝐹(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝜃𝑘𝑓𝑘(𝑥)𝐾
𝑘=1 )         (7) 

where, K: weak classifiers’ number, 𝜃: Weight of k-th weak classifier and 𝑓𝑘(𝑥): weak classifier.

Logistic Regression: Logistic regression is a linear model with binary output; it models the variable 

with a line for two dependent variables or hyperplane in case of more than two variables. The logistic 

operation is as follows: 

𝑝 =
1

1+𝑒−(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛) (8) 

where, p: the probability of success (the presence of malignancy), 𝛽0: the model intercepts and 𝛽𝑖: the

regression coefficients. 

eXtreme Gradient Boosting: eXtreme Gradient Boosting (XGB for short) is one of the approaches to 

construct ensemble-learning models. It is a tree ensemble model that is represented by a set of 

classification and regression trees (CARTs). The mathematical formula can be written in the following 

form: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖)𝐾
𝑘=1  (9) 

where, K: the trees number, f: Function in functional space F and F: Set of all possible CARTs. 
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The objective function that needs to be optimized (minimized) can be represented as follows: 

𝑜𝑏𝑗(𝜃) = ∑ 𝑙(𝑦𝑖, �̂�𝑖) + ∑ Ω(𝑓𝑘)𝐾
𝑘=1

𝑛
𝑖   (10) 

where, 𝑙(𝑦𝑖 , �̂�𝑖): training loss function and Ω(𝑓𝑘): regularized term.

4. EXPERIMENTAL RESULTS

4.1 Evaluation of Classical Methods 

To evaluate the performance of our computer-aided diagnostic system for cervical cancer (CC) 

detection and classification, we proceed by evaluating the segmentation and classification proposed 

techniques. 

4.1.1 Quantitative and Qualitative Evaluation of Segmentation 

The segmentation process is critical and must be completed appropriately by delimiting the target 

ROI. To validate this, we begin with a visual inspection, as illustrated in Figure 10. Respectively, the 

figure represents the segmentation of axial and sagittal MRI cervix images. The first column (a) 

represents the original cervix images to be segmented, while columns (b) and (c) represent the 

segmented images obtained by using KM-DRLSE and KM-RG, respectively. 

As reported previously, the two approaches give better segmentation by respecting and keeping well 

the geometric shape of ROI, although the region growing approach outperforms the DRLSE method 

by specifying the fine details of ROI structure as well as the affected tissues. The second evaluation 

relies on numerical evaluation based on SSIM (the structural similarity measure [42]) and ZSI (the 

Zijdenbos similarity index [43]) parameters. 

The measurements obtained for these two indices are given in the following table. 

Table 2. Evaluation of segmentation approaches. 

Experiments 
DRLSE RG 

SSIM ZSI SSIM ZSI 

Experiment 1 0,9429  0,8840 0,9306 0,8067 

Experiment 2 0,9863 0,7629 0,9845 0,5756 

Experiment 3 0,9535 0,8948 0,9524 0,8726 

Experiment 4 0,9359 0,8434 0,9269 0,7846 

Experiment 5 0,9700 0,8889 0,8684 0,8684 

Experiment 6 0,9664 0,7479 0,9650 0,7386 

   (a) Original MRI      (b) Segmented MRI by KM-DRLSE (c) Segmented MRI by KM-RG 

Figure 10. Segmentation results by the proposed approaches. 
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SSIM and ZSI are close to one, indicating better segmentation accuracy. Table 2 shows the results 

obtained by using the cited evaluation metrics based on the proposed approaches KM-DRLSE and 

KM-RG. All of the similarity measures produce significant results for all of the values, but as shown 

in the table, KM-DRLSE outperforms KM-RG, indicating that KM-DRLSE is a powerful technique 

for extracting a tumoral zone from pelvic MRIs. 

4.1.2 Evaluation of Classification 

In this sub-section, we will evaluate the classification of pelvic MRIs. After selecting the best feature 

for each classifier, we proceed to the step of determining the measure ratings in order to assess 

classification. The results obtained for classification based on KM-DRLSE and KM-RG, respectively, 

are represented in Tables 3 and 4. 

Table 3. Evaluation of classification using KM-DRLSE. 

Classifier 
RF GBT KNN DT ANN 

Performance 
Accuracy 93,103% 93,103% 89,66% 86,21% 86,21% 

Recall 90% 80% 90% 80% 90% 

Specificity 94,74% 100% 89,47% 89,47% 84,21% 

Precision 90% 100% 81,82% 80% 75% 

F-measure 90% 88,89% 85,71% 80% 81,82% 

Table 4. Evaluation of classification using KM-RG. 

Classifier 
RF GBT KNN DT ANN 

Performance 
Accuracy 79,31%  79,31%  86,21%  86,21%  86,21% 

Recall 60%  60%  60%  80% 80% 

Specificity 89,47%  89,47% 100%  89,47% 89,47% 

Precision  75%  75%  100%  80% 80% 

F-measure 66,67% 66,67%  75%  80% 80% 

The RF and GBT classifiers perform the best in the approach based on KM-DRLSE with 93,103% of 

accuracy, while the approach based on KM-RG gives us a good result by using ANN, DT and KNN 

classifiers. 

4.2 Evaluation of the Second Proposed Approach 

In this sub-section, we evaluate the second proposed approach adopted to classify FP_Dataset by 

representing our experimental results. 

Cross-validation is a method of evaluation consisting in preventing overfitting and improving the 

model performance during evaluation. We evaluated the classification performance of the fine-tuned 

DCNNs with eight-fold cross-validation. This technique allows testing all of the datasets each with a 

total of eight verifications, which means that the 8th group is used for validation and the other seven 

groups combined are used for training. To provide comparable results, the same eight training and 

testing sets were kept in each method. 

4.2.1 Evaluation Metrics 

To quantify the model’s classification performance, evaluation metrics are used. Confusion matrix 

(CM) was employed, which included accuracy, precision, recall, specificity and F1-score. We 

calculate the following quantities while evaluating these measures: True Positive (TP), False Negative 

(FN), True Negative (TN) and False Positive (FP). 

After loading the image into the Python Image Library (PIL) format, we convert the PIL image into a 

Numpy array and we prepare inputs of shape (3,224,224), (3,299,299) and (3,331,331) according to 

each pre-trained CNN using Keras tools of pre-processing. 

Table 5 displays the averages of all evaluation metrics for the various convolutional neural network 

architectures used in our experiments. We can see that fine-tuned ResNet152V2 outperforms the other  
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Table 5. The averages of evaluation metrics achieved by each classifier during training and validation 

using the FP dataset (FP_Dataset). 

Fold Accuracy % Recall % Specificity % Precision % F1-measure% 

Xception 

1 61,53 86,88 25,58 60,50 57,25 

2 66,34 68,85 62,79 66,74 66,48 

3 75,96 88,52 58,13 76,29 75,19 

4 80,58 86,88 71,42 80,48 80,40 

5 81,55 95,08 61,90 82,97 80,75 

6 86,40 93,44 76,19 86,62 86,20 

7 90,29 93,44 85,71 90,28 90,25 

8 88,34 95,08 78,57 88,64 88,17 

Average 71,18 77,66 61,83 71,50 70,93 

Standard Deviation 9,70 8,11 17,30 9,97 10,63 

VGG16 

1 66,99 93,44 28,57 69,38 62,49 

2 83,49 85,24 80,95 83,56 83,52 

3 87,37 83,60 92,85 88,38 87,47 

4 92,23 91,80 92,85 92,35 92,25 

5 89,32 95,08 80,95 89,51 89,19 

6 93,20 90,16 97,61 93,73 93,24 

7 94,17 1 86,04 94,70 94,09 

8 92,23 96,66 86,04 92,39 92,16 

Average 87,37 79,62 80,73 88,0 86,80 

Standard Deviation 8,37 30,01 20,48 7,78 9,75 

InceptionResNetV2 

1 73,78 98,36 38,09 79,69 70,46 

2 85,43 90,16 78,57 85,39 85,34 

3 88,34 91,80 83,33 88,32 88,30 

4 93,20 90,16 97,61 93,73 93,24 

5 93,20 95,08 90,47 93,19 93,19 

6 92,23 98,36 83,33 92,67 92,11 

7 91,26 91,66 90,69 91,30 91,27 

8 94,17 98,33 88,37 94,37 94,12 

Average 88,95 94,23 81,30 89,83 88,50 

Standard Deviation 6,34 3,48 17,21 4,77 7,35 

MobileNetV2 

1 73,04 80,88 61,70 72,76 72,76 

2 82,60 89,70 72,34 82,63 82,38 

3 81,73 88,23 72,34 81,68 81,54 

4 82,60 86,76 76,59 82,53 82,54 

5 84,34 82,35 87,23 85,02 84,45 

6 91,30 92,64 89,36 91,30 91,30 

7 96,52 98,52 93,61 96,55 96,50 

8 93,04 97,01 87,50 93,17 92,99 

Average 85,64 89,51 80,08 85,70 85,55 

Standard Deviation 7,06 5,93 10,27 7,14 7,14 

NASNetLarge 

1 60 69,11 46,80 59,50 59,68 

2 65,21 55,88 78,72 69,38 65,26 

3 67,82 57,35 82,97 72,50 67,82 

4 78,26 94,11 55,31 79,94 77,06 

5 87,82 91,17 82,97 87,79 87,78 

6 86,95 94,11 76,59 87,24 86,75 

7 92,17 92,64 91,48 92,21 92,18 

8 94,78 97,05 91,48 94,80 94,76 

Average 79,12 81,42 75,78 80,41 78,91 

Standard Deviation 12,45 16,47 15,26 11,56 12,49 

ResNet152V2 

1 70,19 74,19 64,28 70,31 70,24 

2 91,34 90,16 93,02 91,57 91,38 

3 91,34 95,08 86,04 91,40 91,29 

4 91,34 100 79,06 92,45 91,13 

5 92,30 88,52 97,67 93,02 92,35 

6 94,17 98,36 88,09 94,37 94,12 

7 94,17 95,08 92,85 94,17 94,17 

8 98,05 100 95,23 98,11 98,05 

Average 90,36 92,67 87,03 90,675 90,34 

Standard Deviation 7,91 8,03 10,20 7,95 7,89 



155

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 08, No. 02, June 2022. 

proposed five models with 90.36% average accuracy. Data augmentation helps and facilitates the 

DCNNs to learn the underground feature without the impact of rotation and scale; complicated 

transforms are not better due to the introduction of noise during feature extraction that leads to 

disturbing the learning process. The proposed stacked models have performed the best out of the state-

of-the-art pre-trained models. As a result, the proposed models have achieved accuracies of 99.56%, 

98.70% and 99.56% for XGB, Logistic Regression and AdaBoost as meta-learners, respectively. The 

suggested model’s validity is justified by the values of recall, specificity, precision, F-measure and 

AUC, as shown in Table 6. 

Table 6. Model’s validity. 

Accuracy Recall Specificity Precision F1-score AUC 

Xception 88,79 92,70 83,15 88,79 88,73 0,87 

VGG16 95,25 98,54 90,52 95,37 95,22 0,94 

InceptionResNetV2 93,53 100 84,21 94,17 93,42 0,92 

MobileNetV2 94,82 97,81 90,52 94,90 94,79 0,94 

NasNetLarge 94,39 95,62 92,63 94,39 94,39 0,94 

ResNet152V2 95,25 98,54 90,52 95,37 95,22 0,94 

XGB 99,56 100 98,94 99,57 99,56 0,99 

Logistic Regression 98,70 100 96,84 98,73 98,70 0,98 

AdaBoost 99,56 99,27 100 99,57 99,56 0,99 

Fine-tuned deep convolutional neural network architectures will produce better results, because they 

require less computation time than training a DCNN from scratch, allowing it to converge faster.  

The base learners required about ten minutes for training purposes. All of the pre-trained models used 

to identify our female pelvis MRIs achieved the highest accuracy value; nevertheless, given the 

importance of detecting cervical cancer at early stages, efforts can be made to improve the sensitivity, 

precision and accuracy scores. As a result, meta-learners are proposed. The proposed models utilizing 

stacking generalization outperform the base models with 99.56 %, 98.70 % and 99.56 % accuracy for 

XGB, LR and Adaboost, respectively, which is about 4% higher and an increased precision value, 

implying the correctness of the predicted results. The results show that the proposed stacking 

generalized approach yields a high specificity rate, signifying no false positive predictions. The system 

is more reliable when the specificity is high. 

Table 7. Hyper-parameter values. 

Hyperparameters values 

Learning rate 0.00005 

Optimizer Adam 

Batch size 32 

Epochs 5 

During the training process, the various hyperparameters used in this work were fixed. With a learning 

rate of 0.00005 and Adam as the optimizer, the batch size and epochs were set to 32 and 5, 

respectively, as cited in Table 7. 

Table 8. Comparative analysis between state-of-the-art and the proposed models. 

State-of-the-art Accuracy % Precision% Recall% F1-score% AUC 

ML algorithms (DT, RF, XGB) [52] 

DT : 93,33% 80 100 89 - 

RF : 93,33% 100 75 86 - 

XGB : 93,33% 0 0 0 - 

ML algorithms, Majority Vote [51] 94% 97% 97% - 0,97 

DenseNet121 and The Mutation-based Atom 

Search Optimization (MASO) algorithm [53] 
98,38% 98,58% 99,3% 98,25% - 

Proposed Ensemble Model 1:XGB 99,56 99,57 100 99,56 0,99 

Proposed Ensemble Model 2:Logistic 

Regression 
98,70 98,73 100 98,70 0,98 

Proposed Ensemble Model 3:AdaBoost 99,56 99,57 99,27 99,56 0,99 
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4.2.2 Comparative Analysis 

The experimental results show that the suggested ensemble models provide a significant rapid and 

effective solution in the cervical cancer detection field utilizing MRIs of female pelvis. Table 8 

compares the performance of existing models to that of the proposed models. The lack of data to train 

the models leads to models that are poor at generalization. To resolve this concern, we employed 

transfer learning, which reuses models trained on large datasets, such as ImageNet. We also attempted 

to make as minimum as possible false predictions. Considering the statistics presented in Table 6, the 

suggested ensemble models achieve better generalization and less false predictions by beating state-of-

the-art models. 

5. CONCLUSIONS

To sum up, this article presents two different axes to detect and classify cervical cancer using MRIs, 

the first based on image processing techniques passing through three essential steps: pre-processing, 

segmentation and classification of pelvic MRIs. To realize this objective, we propose also two 

different techniques of segmentation and a variety of descriptors and classifiers that show a high 

efficiency in extracting regions of interest (ROIs) confirmed due to the obtained values of the 

parameters of evaluation (ZSI and SSIM) that are close to 1, which means a better segmentation, 

followed by description and classification into benign or malignant. The experiments performed on 

our female pelvis dataset approve that the powerful approach of segmenting ROIs is based on KM-

DRLSE and Random Forest (RF) for the classification process after using the forward selection to 

pick only the most informative descriptors. The second axe uses deep transfer learning techniques to 

build classification models for classifying cervical cancer. Data augmentation pre-processing was 

performed to enhance our female pelvis dataset to overcome overfitting issues and six pre-trained 

models are employed. The accuracy rates obtained from Model1, Model2 and Model3 with 99.56%, 

98.70%and 99.56%, respectively, show that the proposed ensemble models are capable of detecting 

CC. 
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 ملخص البحث: 

راا دددداثةاشيوددددقاأ اددددقأ اأكدّلوددددتا ددددل ّا اكددددر اأكمط ددددا ا  عددددرط ا  لددددا ا ُّمددددياأكددددقط يعُددددرطانددددق الا

 يُ كدددددّاك  طاريدددددراأكدددددرطقليا%،ا يدددددي ةا دددددةا  لعدددددتاشندددددّالاأك  دددددا اّ ددددد اا ددددد   اأكعددددداكا ا60قدددددر  ا

أك دددددددددق اشلايُ ددددددددداّراّّدددددددددقأ اأ  دددددددددعطتا أ  ّطدددددددددا ا دددددددددةا  دددددددددريااّددددددددد  ا عطدددددددددا اك قأرددددددددد ا

ثلّاأك  ما ل دددددة   دددددةالددددد  اأك  قدددددت،ا ّّقألانددددد ما  اادددددّاُ دددددق اأك طاددددددلا،ااوددددد اُ ددددد  اأكدددددقط

راا ُّمدددددياأكدددددقط دددددقاّدددددّاندددددق الا ددددد اأك ّكط اك كا  ث  دددددققا دددددقي  ل ّلأا   ويددددد اأ  كددددد ا دددددةا  دددددريااُكدددددةط

دددددد  ،ا  ا لدددددد اُ دددددد  اك اريددددددراأك قر ددددددتا اندددددد درأاا  ملددددددا ااعاكتددددددتاأك ط ثلّاأك  ما ل ددددددةط  اأكددددددقط

اا أك طددددي لقاأكا ل ددددةاكدددد  اأك ددددةا  دددد اوكلَددددااأكدددد ي ي دددد الدددد  ا ددددةااقأردددد ا دددد    اّ  لطددددتاأككا   ا   ددددقط

ثلّاأك  ما ل ددددددةاشنددددددَ اك  عاكتددددددتا أك ا لدددددد لأا  ئل ددددددلطتالأك عاكتددددددتاأ  كلددددددتاكتعدددددد اُ دددددد  اأكددددددقط

اا"،ا  ددددددةاأكد دددددد  ا ددددددااأك طت ئددددددتااددددددّاشىدددددد اأندددددد د  اادددددداايُ دددددد ط ا"أك مددددددا يا أ األال  دددددد

اور دددددائلتا  دددددق ا ا يددددد اادددددّا اّ ددددد ا دددددق   ددددد ا ا مدددددا   أك اكلدددددتايددددد ااأنددددد د  ا ت دددددل ّاادددددّاأك ط

ثلّاأك  ما ل ددددددة  ا  ددددددةاأك قر دددددد ائلددددددتاتشىدددددد ا  دددددد اُ دددددد  اأكددددددقط ،ا دددددداطا ددددددر ي اّ  ددددددتاأكمطَ

ددددددممل ّ الر لددددددرا ّّلدددددد   اا ددددددمطتما اك  ددددددمل  ثلّاأك  ما ل ددددددةاأكدددددد ا ت شادددددداا ُ دددددد  اأكددددددقط

دددددّكتاأكع دددددّلتاألاك ما لطدددددتاأكع ل دددددتاأك ر   دددددتاا دددددّ ا اأك طقي دددددتاأكوطاثلدددددتا  َدددددر فاأكددددد ا يدددددا  اش أ اأكاط

اّ دددددد ا ددددددتا دددددداكاي   ا مددددددا   " ع ُّددددددااأك طا يدددددد "اأك  دددددد دريااك  ددددددمل اات  ّددددددا اأكّلاثددددددا اأكدا ط

دددددتاأك دددددةاادددددّا ددددديثَااشلا ددددد  طقاFPكدددددر اأكمط دددددا ال  اّدددددّا قيدددددياأنددددد درأاا قي دددددتاأك طكدددددريناأكعااط

دددددمطتما اشيودددددقا اّ لدددددتا ا اثددددد كلدددددتااأك دددددةااُ ي ت  ا  عدددددرطا يدددددا  اأكّلاثدددددا اوردددددر ا دددددق اأك عاكتدددددتاأ  ط

دددد اأكاددددّكتااددددّا يددددق  ا اك م  ثلّاأك  ما ل ددددة،اي دددداا ُ دددد دراا ّ ددددتاوندددد ا     ّطددددياّ دددد اُ دددد  اأكددددقط

دددددد لق   لتددددددتا ددددددةاات  ّددددددتاأكّلاثددددددا اأك ط ا يددددددا  اأكّلاثددددددا ااأك طَ  قددددددرا لمددددددجاث ددددددائداأك طتقيدددددد اشلط

 ا لّااعرط ا قطتاأك ط مل    ع لااأك كرينايعرطألا قي تا عطاكتاك
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ABSTRACT 

The world is currently facing the coronavirus disease 2019 (COVID-19 pandemic). Forecasting the progression 

of that pandemic is integral to planning the necessary next steps by governments and organizations. Recent studies 

have examined the factors that may impact COVID-19 forecasting and others have built models for predicting the 

numbers of active cases, recovered cases and deaths. The aim of this study was to improve the forecasting 

predictions by developing an ensemble machine-learning model that can be utilized in addition to the Naïve Bayes 

classifier, which is one of the simplest and fastest probabilistic classifiers. The first ensemble model combined 

gradient boosting and random forest classifiers and the second combined support vector machine and random-

forest classifiers. The numbers of confirmed, recovered and death cases will be predicted for a period of 10 days. 

The results will be compared to the findings of previous studies. The results showed that the ensemble algorithm 

that combined gradient boosting and random-forest classifiers achieved the best performance, with 99% accuracy 

in all cases. 

KEYWORDS 
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1. INTRODUCTION

The world is currently in the midst of a critical pandemic, the coronavirus disease 2019 (COVID-19 

pandemic), which has spread throughout the world and is expected to continue doing so. By the end of 

2019, there had been 7,000 deaths due to COVID-19 in 150 countries, prompting the World Health 

Organization (WHO) to declare the COVID-19 outbreak a global pandemic in March 2020 [1]. Previous 

research about pandemics allows for prediction of future pandemic cases or expansions, but the 

historical data must be reliable to ensure prediction accuracy [2]. 

Forecasting a pandemic's progression is extremely important for governmental and organizational 

actions, such as those within the fields of transportation, health-care and supplies. Prediction of the next 

phases of a pandemic will give the decision-making parties early notice of actions that they should 

undertake in order to minimize or even avoid catastrophes [3]. Additionally, successful forecasting will 

help control the situation by assisting the authorities in taking the right action at the right time to contain 

the crisis, thus preventing major losses. Many studies have been conducted on COVID-19 forecasting 

[3] and the existence of recently collected datasets and commitments of support from governments, 

health organizations and social parties enrich the opportunity to use machine-learning models to predict 

the progression of the pandemic. 

A study used supervised machine-learning models to forecast pandemic development; classifying 

COVID-19 dataset using four classifiers or machine-learning models: linear regression (LR), support 

vector machine (SVM), exponential smoothing (ES), least absolute shrinkage and selection operator 

(LASSO) [4]. Then, the models were trained and evaluated using the R2 score, adjusted R2, mean 

absolute error (MAE), mean square error (MSE) and root mean square error (RMSE). Each classifier 

was evaluated separately; the results revealed that ES achieved the highest accuracy in forecasting. LR 

and LASSO also performed well in forecasting the numbers of deaths and confirmed cases. Previous 

studies trained machine-learning models for COVID-19 forecasting; however, a small dataset was 

utilized [4]. Thus, there is a pressing need for more accurate models that use larger dataset. 

mailto:fyassiri@uj.edu.sa
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The contribution of this paper is to develop a more accurate early-forecast model for COVID-19 using 

ensemble machine-learning algorithms. Furthermore, we also conducted a comparative analysis based 

on four measurements (R2 score, adjusted R2, MAE, MSE and RMSE) that compared the performance 

of the proposed ensemble algorithms with the results of a similar study [4]. We used the same dataset 

that was used by [4], but we applied the Naïve Bayes classifier, the simplest and fastest probabilistic 

classifier [5], which can be used for COVID-19 forecasting by requiring several linear parameters for 

the number of features or predictors as a variable in a learning problem. 

In addition, we propose two ensemble models for improving COVID-19 forecasting: the gradient 

boosting and random-forest (GBRF) ensemble model and the support vector machine and random-forest 

(SVM+RF) ensemble model. Following the approach used by [4], we made predictions regarding the 

new confirmed cases, recovered cases and deaths that would occur in the next 10 days. We also used 

the same evaluation methods to compare the results of the proposed ensemble methods to those of the 

previous work by computing the R2 -score, adjusted R2, MAE, MSE and RMSE [4]; this allowed to 

show which model has the highest degree of accuracy in COVID-19 forecasting. 

The rest of the paper is organized as follows: Section 2 describes the literature review. The dataset 

description is given in Section 3 and the methodology is presented in Section 4. The results and 

discussion are presented in Section 5. The conclusion is presented in Section 6. 

2. LITERATURE REVIEW

Accurate forecasting serves various crucial clinical purposes, particularly for health-based systems. 

Computer-aided clinical predictive models have been used in various areas, including for predicting the 

progression of different diseases. In this study, we applied different prediction models to build a 

predictive model for COVID-19. In a recent study, the researchers proposed a system for detecting 

COVID-19 movements and progression by forecasting cases based upon real-time data [6]. SVM was 

compared with seven other classifiers and achieved the highest accuracy (92.95%). The results of the 

SVM and k-nearest neighbors’ classifiers were the same. 

Machine learning has also been used for COVID-19 survival analysis and discharge time likelihood 

prediction [7]. Several machine-learning algorithms were used for these purposes, including gradient 

boosting, component-wise gradient boosting and SVM. The results indicated that the gradient boosting 

survival model is the best model for prediction of patient survival. However, the details of the dataset 

were not mentioned. 

Random forest was also used for COVID-19 patient health prediction [8]. Different algorithms (i.e., 

decision tree, support vector, Gaussian Naive Bayes and boosted random forest), were used for this 

purpose and their performances were compared. The boosted random-forest algorithm was the best- 

performing model (94%) for patient health prediction. COVID-19 management and progression 

predictions were performed through the use of mathematical modeling and artificial intelligence [5]. 

The results of the Naive Bayes and other classifiers were compared by computing their respective 

prediction accuracy levels. The Naive Bayes classifier showed 99.4% accuracy, which was the highest. 

However, the different classifiers were tested on different datasets, which might have affected their 

accuracy levels. 

Another use of the Naive Bayes classifier was proposed in [9]. A model for obtaining computed 

tomography images for predicting the progression of COVID-19 was implemented and multiple 

classifiers were used. The Naive Bayes classifier showed 92.15% accuracy in feature selection and its 

accuracy was enhanced to 96.07% when another dataset was used. The average Naive Bayes classifier 

accuracy was 94.11%, similar to that of the convolution neural network (CNN). No advantage of using 

the Naive Bayes classifier over the CNN classifier or vice versa was reported. Several studies have tried 

to solve the problems related to predicting the movement or progression of the COVID-19 pandemic, 

but the current models' robustness needs to be improved. In this study, we applied different machine-

learning algorithms to address the prediction accuracy limitations of the previous studies. 

Convolution Neural Networks (CNNs) have also been used for the diagnosis of COVID-19 based on the 

classification of chest X-ray images [10]. A total of 178 X-ray images were used, of which 136 images 

were for COVID-19 patients and the rest of non-infected people. The proposed CNN model was 

integrated incrementally, starting with a single layer, and adding a convolutional layer at each increment. 
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The results exhibited 99.5% accuracy. In another study, the Facebook Prophet model predicted the 

number of future infections over 90 days, taking into account the peak dates of confirmed cases for 6 of 

the most affected countries in the world [11]. A comparative analysis of the use of machine-learning 

and soft-computation models in the prediction of COVID-19 was also conducted [12]. The results 

showed that multi-layered perceptron and adaptive network-based fuzzy inference systems are among 

the best ones. 

To improve prediction accuracy, a hybrid machine-learning model that consists of an adaptive network-

based fuzzy inference system (ANFIS) and a multi-layered perceptron-imperialist competitive algorithm 

was proposed to perform COVID-19 forecasts in Hungary [13]. The model predicted the number of 

infected cases and mortality rates within 9 days based on time-series data. To further improve the 

performance of the prediction models, in [14], a grey wolf optimizer and an artificial neural network 

were applied to the same data used [13] and the results were promising. 

Another study applied supervised machine learning to perform sentiment analysis as a decision support 

tool to better manage the pandemic [15]. The contribution of this work lies in the features set identified 

by the authors. The results showed that extra tree classifiers performed best compared to other 

algorithms, with an accuracy of 93%. Most recent work utilized mobile sensors to collect users’ vital 

signs such as temperature and coughing patterns, which was subsequently combined with information 

entered by the users through mobile applications. Next, all data were used by applying an Artificial 

Neural Network (ANN) as a symptom-prediction algorithm to predict the likelihood of a user having 

COVID-19 [16]. 

3. DATASET

For a fair comparison between the proposed ensemble algorithms and those developed by Rustam [4], 

we used the novel COVID-19 dataset obtained from Johns Hopkins University (JHU), which contains 

data beginning on January 22, 2020 and is updated daily. The data is sourced from governments, national 

agencies across the world and the WHO [17], [24]. 

The number of global confirmed cases when the study was conducted was 10,853, 589 and the number 

of global deaths was 2,393,707. Figure 1 shows the average number of daily deaths and daily confirmed 

cases. The aforementioned dataset was accessed from the COVID-19 Data Repository of the Centre for 

Systems Science and Engineering at JHU. The data features include the state, region, date, number of 

confirmed cases, death cases and number of recovered cases. To meet the needs of this study, we further 

pre-processed the dataset.  

Below are the descriptions of the features (attributes) that were used in this study [17]: 

 Confirmed cases: The counts included the reported confirmed and probable cases.

 Deaths: The counts included the reported confirmed and probable cases.

 Recovered cases: Estimates based on local media reports and on state and local-government

reports were considered where available; thus, this may be substantially lower than the true

number.

4. METHODOLOGY

In this study, we used the Naive Bayes classifier, because it is one of the simplest and fastest classifiers, 

especially in the training stage [5]. We also utilized two ensemble models, GBRF and SVM+RM. SVM 

and random-forest machine-learning models complement each other; random forest computes the 

probability of belongings to a class, while SVM computes the distance to the boundary. Random forest 

can also complement gradient boosting, which is sensitive to noise and can cause overfitting [20]. 

Voting is a technique used to combine the results of many classifiers. There are three types of voting: 

unanimous, majority and plurality voting. In unanimous voting, all classifiers agree on a final decision. 

Majority voting makes the decision based on the number of voters; if one half or more of the votes go 

for one option, then it gets selected. In plurality voting, if most votes go to one option, it is selected as 

the final decision. In this study, we combine classifiers using majority voting, as it has been the most 

used one in prior studies. 

The Naive Bayes classifier assumes that the classes' features are not related to each other, and it is not 
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affected by the classification assumption. It only requires a small training dataset to estimate the   means 

and variances needed for classification [21]. Gradient boosting is a machine-learning model that 

generates a forecasting model in the form of an ensemble of weak-prediction models to increase the 

prediction performance. Gradient boosting is used for regression and classification problems [7]. 

Random forest is a common machine-learning method for developing prediction models in many 

research settings. To minimize the burden of data collection and to improve its efficiency, the random-

forest model can be used as a prediction model to decrease the number of variables required to achieve 

a prediction [23]. Equation (1) presents RF regression model: 

ℎ(𝑥) =
1

𝑃
∑ ℎ(𝑦, 𝜆𝑃)

𝑝=1
𝑛 (1) 

SVM is a statistical classifier that is used for linear and non-linear pattern classification [22]. The data is 

converted into high-dimension representations via non-linear mapping and SVM searches the new 

representations for the most appropriate data classification. SVM classifies data by increasing the 

margins of the classes; at the same time, it decreases the classification errors [21]. 

To predict the total number of people that might be affected in terms of new confirmed COVID-19 

cases, deaths and expected recoveries for the upcoming 10 days, the Naive Bayes classifier and the 

ensemble models were trained using a dataset spanning from January to March 2020 [24]. The size of 

the training dataset was 66 days and that of the testing dataset was 10 days, following the approaches 

used in [4]. We evaluated the performances of the learning models in terms of R2 score, adjusted R2, 

MAE, MSE and RMSE, which are commonly used in the evaluation of predictive problems. 

The R2 score is only useful for simple linear regression. When using multiple linear regression, the value 

of the R2 score grows as the number of independent variables increases, even if the independent variable 

is small. Adjusted R2, on the other hand, increases only when the independent variable is significant and 

impacts the dependent variable. Equations (2) and (3) present the evaluation of R2 and adjusted R2, 

respectively: 

𝑅2 = 1 −
∑ (�̂�𝑖−𝑦𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�𝑖)2𝑛
𝑖=1

 (2) 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅2 = 1 −
(1−𝑅2)(𝑁−1)

𝑁−𝑝−1
        (3) 

Mean Absolute Error (MAE) measures the differences between target values and predicted values, as 

shown in Equation (4): 

𝑀𝐴𝐸 =
∑ |𝑋𝑖−�̂�𝑖|𝑛

𝑖=1

𝑛
                                                                 (4)

Mean Square Error (MSE) takes the square of the differences between the actual and predicted values. 

This removes any negative values, as shown in Equation (5): 

𝑀𝑆𝐸 =
∑ (𝑋𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                                                 (5)

Root Mean Square Error (RMSE): detects the error rate from the regression model and compares the 

error size against the size of the target value. Equation (6) presents the evaluation of RMSE: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑋𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
(6) 

Figure 2 shows the study’s overall methodology. 

5. RESULTS AND DISCUSSION

This evaluation study was designed to answer the following research questions: 

 RQ1 (accuracy of the Naive Bayes classifier): What is the degree of accuracy of the Naive Bayes

classifier?

 RQ2 (accuracy of the ensemble classifiers): What are the degrees of accuracy of the GBRF and

SVM+RF ensemble classifiers?

This paper aims to build a predictive model using machine-learning algorithms for potential prediction 

of COVID-19 cases. The analysis provides details on regular estimates for the total number of 

confirmed, recovered and death cases around the world. The total of death and confirmed cases increased 
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daily; this is obviously worrying. The following sub-sections discuss the results of the proposed models 

in terms of new infected, recovered and death cases. 

Figure 1. Daily deaths and daily confirmed 

cases  (10-day       average). Figure 2. Proposed methodology workflow. 

5.1 Future Forecasting of New Infections 

The results of the Naive Bayes classifier for the number of cases of COVID-19 showed that the predicted 

number of cases was lower than the actual number of cases. As the attempted prediction period grew, 

the gap between the predicted and actual values increased. Figure 3 shows the Naive Bayes classifier 

predictions. The results of the SVM+RF ensemble model that was used to predict the number of new 

confirmed cases of COVID-19 showed that the predicted number of cases did not match the number of 

actual cases. The gap between the predicted values and the actual values increased with the number of 

upcoming days. Figure 4 shows the SVM+RF ensemble model predictions. 

Figure 3. New infected cases for the upcoming 10 days using Naive Bayes. 

Figure 4. New infected cases for the upcoming 10 days using SVM and random forest. 

The results of the GBRF ensemble model, which was used to predict the number of confirmed cases, 

showed that the predicted values matched the number of actual cases. Figure 5 shows the GBRF 

ensemble model predictions. Table 1 shows the results of the Naive Bayes classifier and the two 
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proposed ensemble models. GBRF gives the best results when predicting the newly infected cases for 

the upcoming 10 days. In contrast, Naïve Bayes and SVM+RF performed poorly. 

Figure 5. New infected cases for the upcoming 10 days using gradient boosting and random forest. 

Table 1. Model performance of future forecasting for newly infected cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.71 0.70 4628031693.91 39781.21 68029.64 

SVM+RF 0.68 0.67 34836665919.42 98018.14 186645.83 

GBRF 0.99 0.99 69138158.83 4092.88 8314.94 

5.2 Future Forecasting of Recovered Cases 

The results of the Naive Bayes classifier for recovered cases showed that the predicted number of 

recovered cases was lower than the actual number. With an increase in the number of upcoming days, 

the gap between the predicted and the actual values increased. Figure 6 shows the Naive Bayes classifier 

predictions. 

Figure 6. Recovery rate prediction for the upcoming 10 days using Naive Bayes. 

The results of the SVM+RF ensemble model prediction of the number of recovered cases did not match 

the actual number of recovered cases. The predicted values were less than the actual cases and after five 

more days, the predicted number of cases became more than the number of actual cases. Figure 7 shows 

the SVM+RF ensemble model predictions. 

Figure 7. Recovery rate prediction for the upcoming 10 days using support vector machine and 

random forest. 
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The results of the GBRF ensemble model prediction for the number of recovered cases did not match 

the actual number of cases. Figure 8 shows the GBRF ensemble model predictions. The performance 

results of the models when predicting the number of recovered cases is shown in Table 2. GBRF gave 

the best results when predicting the recovered cases for the upcoming 10 days, while Naive Bayes and 

SVM+RF gave approximately the same results. 

Figure 8. Recovery rate prediction for the upcoming 10 days using gradient boosting and random 

forest. 

Table 2. Model performance for future forecasting for recovered cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.72 0.73 4628031693.91 41781.21 68029.64 

SVM+RF 0.71 0.70 1335741927.85 25459.42 36547.8 

GBRF 0.99 0.99 1682739.6 711.0 1297.2 

5.3 Future Forecasting of the COVID-19 Death Rate 

The results of the Naive Bayes classifier prediction of the number of COVID-19 deaths showed that the 

number of predicted cases was lower than the actual number. With an increase in the number of 

upcoming days, the gap between the predicted and actual values increased. Figure 9 shows the Naive 

Bayes classifier predictions. The SVM+RF ensemble model predictions for the number of deaths did 

not match the actual number of deaths. Figure 10 shows the SVM+RF ensemble model predictions. 

Figure 9. Death prediction for the upcoming 10 days using Naive Bayes. 

Figure 10. Death prediction for the upcoming 10 days using support vector machine and random forest. 
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The results of the GBRF predictions of the number of deaths showed that the predicted value was almost 

the same as the number of actual deaths. A gap appeared only in the eighth and ninth days, as shown in 

Figure 11 The death rate prediction performance results are shown in Table 3. GBRF gave the best 

results when predicting death cases for the upcoming 10 days. In contrast, Naive Bayes and SVM+RF 

performed poorly. 

Figure 11. Death prediction for the upcoming 10 days using gradient boosting and random forest. 

Table 3. Model performance of future forecasting for death cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.72 0.69 10833945.26 41181.5 68029.62 

SVM+RF 0.69 0.68 106804953.79 5032.5 10334.65 

GBRF 0.99 0.99 200297.36 215.2 447.55 

To summarize our findings, the GBRF ensemble model reached the highest accuracy (99%) in all 

the cases, performing better than the Naive Bayes classifier and the SVM+RF ensemble model. 

5.4 Model Performance within 10-Day Prediction Intervals 

We compared the results of the applied models (i.e., Naive Bayes classifier, SVM+RF ensemble model 

and GBRF ensemble model) with the results of other models (i.e., linear regression (LR), support vector 

machine (SVM), exponential smoothing (ES), least absolute shrinkage and selection operator (LASSO)) 

tested in [4]. Table 4 shows the comparison results between the applied ensemble machine-learning 

models and other models tested in [4]. We then compared the two best models, GBRF and ES in three 

aspects: 

 Confirmed-cases Prediction: GBRF gave higher R2 score and higher adjusted R2 values, which

means that GBPR is better than SE at predicting the number of newly confirmed cases. Also,

the MSE, RMSE and MAE results for GBRF were less than those of ES.

 Recovered-cases Prediction: The R2 for GBRF was better than that for ES. The adjusted R2

value was the same for GBRF and ES. MSE, RMSE and MAE values for GBRF were less than

those for ES.

 Number-of-deaths Prediction: The results were similar to the results of the confirmed-cases

prediction. The results of GBRF were better than those of ES in all evaluation measurements

used in this work.

Table 4. Comparison between the proposed ensemble machine-learning models and the models for 

future forecasting in [4]. 

Model Evaluation Confirmed Recovered Death 

Naïve Bayes 

R2 score 0.71 0.72 0.72 

Adjusted R2 0.70 0.73 0.696 

MSE 4628031.7 k 4628031.7 k 10834 k 

MAE 39781.21 41781.21 1900.88 

RMSE 68029.64 68029.64 3291.5 
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SVM+RF 

R2 score 0.68 0.71 0.69 

Adjusted R2 0.67 0.70 0.68 

MSE 34836666 k 1335742 k 106805 k 

MAE 98018.14 25459.42 5032.5 

RMSE 186645.83 36547.8 10334.65 

GBRF 

R2 score 0.999 0.999 0.999 

Adjusted R2 0.99 0.99 0.99 

MSE 69138 k 1683 k 200 k 

MAE 4092.88 711.0 215.2 

RMSE 8314.94 1297.2 447.55 

ES 

R2 score 0.98 0.99 0.98 

Adjusted R2 0.97 0.99963 0.97 

MSE 0.67 34836665919.42 98018.14 

MAE 8867.43 1827.85 406.08 

RMSE 16828.58 2243.48 813.77 

LR 

R2 score 0.83 0.39 0.96 

Adjusted R2 0.79 0.21 0.95 

MSE 1472986 k 480922 K 840240.11 

MAE 30279.55 30705.27 723.11 

RMSE 38390.51 21929.95 916.64 

LASSO 

R2 score 0.98 0.29 0.85 

Adjusted R2 0.97 0.08 0.81 

MSE 234489 k 1462144 k 3244066.79 k 

MAE 11693.97 30705.27 1430.29 

RMSE 15322.11 38237.99 1801.12 

SVM 

R2 score 0.59 0.24 0.53 

Adjusted R2 0.02 0.99963 0.39 

MSE 5760890 k 13121148 k 160162 k 

MAE 60177.9 106739.82 3129.74 

RMSE 75911.28 114547.58 4002.02 

To summarize our findings, GBRF performed best in the current forecasting domain given the nature 

and size of the dataset, followed by ES. LR and LASSO performed fairly well in forecasting death rates 

and newly confirmed cases. The Naive Bayes classifier and the SVM+RF ensemble model showed 

approximately the same degree of accuracy. SVM produced poor results in all the scenarios. 

6. CONCLUSION

Forecasting the movement and progression of a pandemic facilitates governmental or organizational 

actions needed to contain that pandemic. During the current COVID-19 pandemic, forecasting is 

essential to prevent high numbers of active cases and deaths. Machine learning-based prediction models 

have been proposed for predicting the risk of COVID-19 outbreak. In this study, we used the Naive 

Bayes classifier and two ensemble algorithms: GBRF and SVM+RF. We compared these models with 

the prediction models tested in [4]. 

Our results showed that the best performance when forecasting new infections, recovered cases and 

deaths was achieved by the GBRF ensemble model (99%). This is an improved performance over ES, 

which reached 98% in [4]. The Naive Bayes classifier and SVM+RF ensemble model showed 

approximately the same performance, reaching 71% and 68%, respectively. SVM performed poorly in 

all scenarios. These results could be due to the nature of the significance improvement of ensemble 

models, in which two or more algorithms complement each other to provide better results [25]. Deep-

learning algorithms have been known for their advantages over machine-learning models and we will 

consider them in our future work. 
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 ملخص البحث:

تهددددذه اددددسة الذ احددددت الددددت تر ددددة  تروسددددو ا عنددددق  طقيرددددت  ةدددد     ر   ددددق  دددد     دددد  ت ددددر 

ددددذ ددددد   مددددقوح ت  سدددد   الآلددددت ددددد  الممادددد  ابحددددع قلى دصدددد  ن  ددددق ع  الددددت د ددددص    ددددد  مددددروح درمن

( الددددددسّ  ا ددددددذ   امددددددذا  ددددددد  ةن دددددد. الم ددددددص   ق  ابمعمقلةددددددت  ةحدددددد  هق  Naïve Bayes ددددددر   

دددددد    د ددددددص   ق   ( نةصمددددددق  نمددددددو RFالغقنددددددت ال نددددددرايةت  الص مددددددروح ام    نمددددددو نددددددة  ت ف ددددددف المة 

غقندددددددت ال ندددددددرايةت   حدددددددةع  تروسدددددددو (  د دددددددص   ق  الSVMالثدددددددق ل ندددددددة  دلدددددددت دع نهدددددددق  الدددددددذ     

ددددد قئ،  مدددددقب  الر دددددقى ن ددددد   النقيردددددت لمدددددذ ى  نددددد ى  دددددذى،  مدددددقب  الن  مدددددقب  ا ادددددقنت الملا  

ة قم   سلك حعن ّ دقق  ت  عقيج اسة الذ  احت دو  عقيج ل احق  حقنقت 

دددددد   د ددددددص   ق  الغقنددددددت ال نددددددرايةت   نة صددددددا الصعددددددقيج ةا  الص مددددددروح الددددددسّ  نمددددددو نددددددة  ت ف ددددددف المة 

 %  ل طمةو الرقب 99ق   املائ ام ض  نذو ت ن غا م
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ABSTRACT 

In this article, a single-layered 3 dB/45° coupler (Design D) is proposed for fifth-generation (5G) beamforming 

networks using cross-slotted patch topology, dumbbell-shaped slots, loaded stubs, notches and rectangular ground 

slots. The proposed Design D coupler is capable of eliminating the need for additional 45° phase shifters in the 

beamforming networks such as Butler matrix, which provides the main contribution in this work, especially in size 

reduction and bandwidth enhancements. The fractional bandwidths of 28.90%, 39.14% and 35.91% for -10 dB of 

|S11|, -3 dB ± 1 dB of |S31| and 5° phase imbalance of output phase difference are achieved by the proposed Design 

D coupler. The bandwidth enhancements of -3 dB ± 1 dB coupling coefficient, S31 and 45° ± 5° output phase 

difference for the proposed Design D coupler are 22.52% and 23.14% compared to Design A coupler, respectively. 

The bandwidth of 45° ± 5° output phase difference is increased by 16.3% owing to the presence of rectangular 

ground slots in Design D compared to Design C coupler. The patch size of the proposed Design D coupler is 0.22 

λg x 0.23 λg. The electrical size of the proposed Design D coupler is reduced by 45.72% compared to Design A 

coupler. 

KEYWORDS 

5G beamforming networks, Patch coupler, Output phase difference, Bandwidth enhancement, Size reduction. 

1. INTRODUCTION

As a pioneer in fifth-generation (5G) wireless communication, the 6 GHz band is currently allocated in 

many countries [1]-[2]. A good trade-off between equipment size, network coverage and ubiquitous 

high-speed connectivity in all locations becomes a remarkable challenge for researchers and engineers 

involved in the development of radio frequency (RF) and microwave components, antenna design and 

network planning. 

Passive microwave couplers are the main components found in beamforming networks such as Butler 

matrix [3]-[7], Blass matrix [8]-[11] and Nolen matrix [12]-[13]. Branch-line couplers are extensively 

utilized in beamforming networks to provide an equal 3 dB power split with a standard 90° output phase 

difference within the desired frequency band [14]. Nevertheless, the traditional branch-line couplers 

provide large size and narrow bandwidth. The restricted standard 90° output phase difference between 

the output signals of the traditional branch-line coupler further restricts its applications. The reported 

improvements in the branch-line coupler performance mainly focus on multiband [15]-[19], arbitrary 

power division ratio [20]-[21], broadband [22]-[24], compact size [25] and integration with additional 

phase shifter [26]-[27]. The traditional couplers can provide output phase differences of 0°, 90° and 

180°, but the non-standard phase difference such as 30°, 45° or 150° could not be realized without 

additional phase shifters. Nowadays, the non-standard phase characteristic coupler is being potentially 

highly demanded in smart antenna systems, measurement tools and power amplifiers. The most 

straightforward method to solve this problem is to propose additional phase shifters, but they contribute 

major drawbacks, such as large circuit size and inevitable large insertion loss between main line and 

reference line. The unequal insertion loss is further aggravated through the final stage of a feed network 

causing intolerable magnitude fluctuations among other output ports. Although bandwidths of the phase 

shifters in [28]-[30] are enhanced, these works are undesirable for low-cost applications due to high 

fabrication complexities. 

As a step towards 5G technology, there is extremely high demand for a wideband operation, compact in 

size and low cost in modern microwave circuits. Therefore, the coupler structure which can provide  any 

non-standard output phase difference without any additional phase shifter circuit quickly draws 
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attention. Furthermore, an effective approach to achieve impedance matching and phase stabilization is 

desired. The previous branch-line couplers have output phase difference of 90° and other output phase 

differences could only be realized using additional phase shifters. This increased circuit size and cost as 

well as degraded the overall performances owing to interconnecting mismatch losses. 

Nowadays, Butler matrix is one of the most popular realizations of the beamforming network. 

Nevertheless, the required output phase differences found in the Butler matrix are 45° and 135°, which 

cannot be realized with the traditional power divider or branch-line coupler without using additional 

phase shifters. In order to circumvent the arising issues, the proposed 3 dB patch coupler with 45° output 

phase difference is capable of eliminating the need for additional 45° phase shifters, which provides the 

main contribution in this work, especially in size reduction and bandwidth enhancements of S-parameter 

responses and output phase difference.  

In this work, a single-layered 3 dB patch coupler with 45° output phase difference is proposed without 

using any phase shifter. The bandwidth performance of the desired phase difference for the proposed 3 

dB/45° patch coupler can be controlled by selecting the suitable dimensional lengths and widths of the 

dumbbell-shaped slots, whilst the bandwidth performances of the reflection and coupling coefficients 

are controlled by the dimensional lengths and widths of the cross slots and loaded stubs. By comparing 

the couplers in [31-33], the bandwidth performances of reflection and coupling coefficients are 

controlled by impedances of transmission lines, whilst the output phase difference is controlled by the 

electrical lengths of the transmission lines. 

Conventionally, the traditional 4 × 4 Butler matrix comprises four traditional 3 dB/90° branch-line 

couplers, two traditional 0 dB crossovers, two 0° phase shifters and two 45° phase shifters. Meanwhile, 

the physical size of 4 × 4 Butler matrix can be reduced using two proposed 3 dB/90° patch couplers 

(Design B) with a size reduction of 26.32% and two proposed 3 dB/45° patch couplers (Design D) with 

a size reduction of 45.72% compared to their traditional designs. The Butler matrix can be realized 

without using any phase shifters and crossovers as reported in [34], thereby making it remarkably of 

low transmission loss, low insertion loss, less number of components and more compact compared to 

the traditional Butler matrix. The patch topology is adopted from [35], where the inductive loading effect 

of cross slots results in a significant size reduction. The parametric analyses are carried out on the 

designed couplers to analyse the effects of cross slots’ and stubs’ length variations on the S-parameter 

bandwidth performances. Moreover, the power division ratio and output phase difference performances 

are investigated and analyzed. The 90° output phase difference is reduced to 45° by introducing the 

dumbbell-shaped slots at the end of the cross slots as well as optimizing the lengths and widths of the 

cross slots and rectangular stubs. Meanwhile, the chamfering corners are optimized to readjust the 

impedance matching to 50 Ω. Notches are placed along each length and width of the patch to ensure the 

minimum resonant amplitudes of reflection coefficient, |S11| and isolation, |S41| at the center frequency 

of 6.5 GHz.  

Slotlines in the ground plane introduce a slow wave structure, where the phase velocity of the 

propagating wave is smaller than the velocity of light. This makes a slotted ground plane become 

electrically longer. Since any additional phase shifter is not required in this work, this approach makes 

the proposed design different from the work reported in [26-27] and provides the main contribution in 

this work, especially in terms of bandwidth enhancements and size reduction. 

The proposed 3 dB/45° patch coupler can operate at the center frequency of 6.5 GHz which is suitable 

for unlicensed used in 5.9 GHz to 7.1 GHz band that meets 5G spectrum requirements as supported by 

Federal Communications Commission (FCC) [2]. The proposed 3 dB/45° patch coupler is designed 

using Computer Simulation Technology (CST) Microwave Studio software as well as fabricated onto 

Rogers RO4003C board with substrate thickness, h of 0.813 mm and dielectric constant, εr of 3.38. 

2. DESIGN ANALYSIS

Theoretically, power entering port 1 of the traditional 3 dB branch-line coupler is equally split between 

output ports, where the coupling factor is 3 dB with a 90° output phase difference. No power is coupled 

to the isolated port with all ports matched. The physical layout of the traditional 3 dB branch-line coupler 

with 90° output phase difference is depicted in Figure 1.  
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Figure 1. Physical layout of traditional 3 dB branch-line structure with 90° 

nominal electrical length [36]. 

A block diagram of the traditional 3 dB branch-line coupler with an additional 45° phase shifter and the 

proposed 3 dB coupler without any additional phase shifter is illustrated in Figure 2 (a). The phase 

difference of the traditional 45° phase shifter can be determined by using the following expression [37]: 

Phase difference, Δɸ = 
2π (𝐿𝑚−𝐿𝑟)

𝜆𝑔
   (1) 

where Lm, Lr and λg are the main length, reference length and guide wavelength, accordingly. The 

calculated Lm  is 17.73 mm and has been optimized to obtain the desired 45° phase difference between 

the output ports (port 2 and port 3). The traditional 3 dB/90° branch-line coupler is combined with the 

traditional 45° phase shifter to develop 3 dB coupling value and 45° output phase difference. According 

to Equation (1), the electrical length of the main line will affect the value of the output phase difference. 

Figure 2 (b) shows that the 45° output phase difference for combination of the traditional 3 dB coupler 

with 45° phase shifter is calculated as ((θab + θbe)– (θad-θdf)), when an input signal is excited at port

1. Meanwhile, the 45° output phase difference of the proposed 3 dB coupler without phase shifter is

calculated as ((θa'b')– (θa'd')), when an input signal is excited at port 1.

 (a)               (b) 

Figure 2. Traditional 3 dB coupler with 45° phase shifter and proposed equivalent: (a) Block diagram; 

(b) Signal paths. 

The physical layout of the traditional 3 dB branch-line coupler with 45° phase shifter (Design A) is 

depicted in Figure 3. The parameters of Design A coupler are listed in Table 1. The objective of this 

work is to construct a single-layered 3 dB patch coupler with 45° output phase difference without using 

any phase shifter, which provides bandwidth enhancements and size reduction characteristics. 

Figure 3. Physical layout of traditional 3 dB branch-line coupler with 45° phase shifter (Design A). 

Table 1. Parameters of Design A coupler. 

Parameters Values (mm) 

Lto 6.65 

Ltx 7.45 

La 1.46 

Lb 2.91 
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Lc 7.3 

Ld 14.59 

Wto 1.02 

Wtx 3.4 

The proposed 3 dB/45° patch coupler (Design C) is implemented by modifying the 3 dB/90° patch 

coupler (Design B). The physical topology and photograph of Design B coupler under test are shown in 

Figure 4 (a) and Figure 4 (b), respectively. 

(a)                              (b) 

Figure 4. 3 dB/90° patch coupler with loaded stubs (Design B): (a) Physical topology; (b) 

Photograph under test. 

Initially, the 3 dB/90° patch coupler is implemented by constructing a pair of cross slots on the square 

patch of the 3 dB/90° coupler (Design B). The cross slots are developed diagonally on the square patch 

to perturb the original patch resonator. Four feeding ports are placed in the middle of the square patch 

sides and matched to a characteristic impedance, Zo which corresponds to 50 Ω. Each feeding port in 

Design B coupler is bent and extended to adapt with 0.5 λo inter-element spacing of the patch antenna 

array that can be integrated with Design B coupler to develop a switched-beam Butler matrix. The 

dimensions of length, Lt and width, Wt for the microstrip feeding ports can be calculated by substituting 

the dielectric method [31]. The calculated Lt equals a quarter-wavelength, whilst the calculated Wt is 

1.88 mm. The dimensions of Lt and Wt are optimized to provide the optimum performance results. The 

initial widths of the cross slots, W1 and W2 are set to the available minimum fabrication limit of 0.2 mm. 

The capacitance and mismatch loss are reduced by chamfering each corner of the patch coupler. The 

initial lengths of the cross slots, L1 and L2 can be calculated using the Pythagorean theorem formula. 

Some parameters of the cross slots such as L1, L2, Lt, W1 and W2 are optimized to reroute the electric 

currents around the cross slots. According to the physical limitation of the square patch dimension, L1 

and L2 are set to be less than R = 9.98 mm. Since it is not easy to convert the patch resonator into an 

analytical transmission line model, the physical layout is divided into four zones by the dash lines, as 

depicted in Figure 5. Each zone with different colours can be approximately corresponded to its 

equivalent transmission line model of the traditional branch-line coupler.  

(a)           (b) 

Figure 5. Schematic relationship: (a) Traditional branch-line hybrid coupler; (b) Cross-slotted 

patch coupler.

By applying the even-odd mode analyses [38]-[39], the transmission (T) and reflection coefficients (г) 

are obtained for each half circuit and the overall vector amplitudes of the signals emerging from the 

even-odd mode reflection and transmission coefficients could be determined as follows:  

S11 =
Γe+Γo

2
 (2) 

S21 =
Te+To

2
 (3) 

S31 =
Te-To

2
 (4) 
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S41 =
Γe-Γo

2
                                                                       (5)

The relationships between even-odd mode transmission coefficient equal to minus the odd-mode 

transmission coefficient are summarized in Equations (6)-(9). The phase difference between output ports 

is denoted by 𝜓. 

S11 =  S41 = 0         (6) 

S21 =  Te        (7) 

S41 =  гe        (8) 

S21

S31
=  

√(1- C2)

C
 ejψ  (9) 

As 𝜓 is defined between 0° and 90° to meet the arbitrary phase difference, the closed-form design 

equations can be further simplified as: 

Z1= Z0 
√(1- C2)

C
sin ψ              (10) 

Z2= Z0 sin ψ √
(1- C2)

C2+sin2 ψ (1-C2) 
 (11) 

Z3 =  Z2  (12) 

θ1 =  90°  (13) 

θ2  = cos-1 [– √(1- C2) cos ψ] (14) 

θ3 =  180°-θ2  (15) 

Z2= Z0 sin ψ √
(1- C2)

C2+sin2 ψ (1-C2) 
 (16) 

Z3 =  Z2  (17) 

θ1 =  90°  (18) 

θ2 = cos-1 [– √(1- C2) cos ψ] (19) 

θ3 =  180°-θ2  (20) 

𝜓 = 90° in both Design A and Design B couplers, whilst the calculated Z1 = 50 Ω, Z2 = Z3 = 35.36 Ω 

and 𝜃1= 𝜃2 = 𝜃3 = 90°. Nevertheless, it is difficult to realize the equivalent closed-form transmission line 

theory owing to the complicated field distribution on the cross-slot patch, as discussed in [40]. However, 

this can be achieved by adjusting the length and width of the inductive slots. Theoretically, the series 

inductance of the microstrip line is reduced, while the shunt capacitance is increased after converting 

the layout from the microstrip line into the patch structure. The cross slots’ lengths, such as L1 and L2, 

are optimized to make the minimum frequencies of |S11| and |S41| be similar at 6.5 GHz. 

Next, rectangular stubs are introduced at each feeding port to improve the bandwidth of S-parameter 

responses. The lengths of cross slots and stubs vary inversely with the frequency of propagation 

according to Equation (21) [31]. The square patch occupies an area of 0.2 λo × 0.2 λo. The final 

dimensions of Design B coupler are listed in Table 2. Design B coupler achieves a size reduction of 

26.32% compared to the traditional 3 dB branch-line coupler. 

After that, the design topology of Design B coupler in Figure 4 (a) has been modified to implement the 

proposed 3 dB patch coupler with 45° output phase difference without using 45° phase shifter (Design 

C). The design modification is realized by reducing the output phase difference from 90° to 45°. 𝜓 is 

Frequency = Propagation velocity / wavelength =v/(λ√(ɛ_r )) (21)

Parameters Values (mm) Parameters Values (mm) 

Lt 9.39 Ls2 4.53 
L1 9.85 Wt 1.84 
L2 5.92 W1 0.80 
Lc 6.65 W2 0.60 
Ld 4.00 Ws 0.30 
Ls1 5.00 

Table 2. Final dimensions of Design B coupler.
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set to 45°, whilst the calculated Z1 = 35.36 Ω, Z2 = Z3 = 27.36 Ω, 𝜃1 = 90°, 𝜃2 = 120° and 𝜃3 = 60° using 

Equations (10)-(20). The design modification steps for the proposed 3 dB/45° patch coupler are realized 

as follows: 

i. Dumbbell-shaped slots are introduced at the end of the cross slots, whilst lengths and widths 

of the patch, cross slots and rectangular stubs are optimized to reduce the output phase 

difference from 90° to 45°. The desired phase difference is controlled by selecting the 

suitable length and width of the dumbbell-shaped slots. 

ii. The microstrip line is readjusted back to 50 Ω by optimizing the dimensions of chamfering

corners while maintaining the performance of -10 dB reflection coefficient, |S11|.

iii. Notches are placed along each length and width of the patch coupler by adopting the inset

feeding technique to electrically tune the resonant amplitudes of reflection coefficient, |S11| 
and isolation, |S41| at the center frequency of 6.5 GHz as well as to improve the -3 dB ± 1

dB transmission coefficient, |S21|.

iv. Rectangular slots are loaded at the ground plane (Design D) to improve the bandwidths of

45° ± 5° phase imbalance, -3 dB ± 1 dB transmission coefficient, |S21| and -3 dB ± 1 dB

coupling coefficient, |S31|.

The physical topologies of 3 dB/45° patch coupler without rectangular ground slot (Design C) and 3 

dB/45° patch coupler with rectangular ground slots (Design D) are illustrated in Figure 6 (a) and Figure 

6 (b), respectively. The photograph of the proposed Design D coupler with the rectangular ground slots 

under test is depicted in Figure 7. The final dimensions of Design C and Design D couplers are listed in 

Table 3. The proposed Design D coupler occupies an area of 0.22 λ0 × 0.23 λ0, which contributes to a 

size reduction of 45.72% compared to Design A coupler. 

 This proposed work is recommended for the beamforming network such as Butler matrix without using 

any additional phase shifter, which contributes to overall size reduction. The miniaturization factor (MF) 

for the proposed 3 dB/45° patch coupler with rectangular ground slots (Design D) can be calculated 

using the following equation: 

MF (%) = 
Atraditional- Aproposed

Atraditional
 ×  100  (22) 

(a)                                                                       (b) 

Figure 6. Physical layout of 3 dB patch couplers with 45° output phase difference: (a) 

Without rectangular ground slots (Design C); (b) With rectangular ground slots (proposed Design D). 

(a) (b) 
Figure 7. Photograph of fabricated Design D coupler with rectangular ground slots (proposed): (a) 

Top view; (b) Bottom view. 
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Table 3. Final dimensions of Design C and Design D couplers. 

Parameters 
Design C coupler Design D coupler (proposed) 

Values (mm) Values (mm) 

Lo 7.50 

Lp 10.12 

L1 5.31 

L2 4.14 

Lr1 1.65 

Lr2 1.78 

Lr3 1.64 

Lstub1 2.02 

Lstub2 0.41 

Ln1 2.36 

Ln2 2.06 

Ln3 1.48 

Ln4 1.51 

Lslot - 3.98 

Wo 1.84 

Wp 10.50 

Wr1 1.22 

Wr2 1.20 

Wr3 0.73 

W1a 0.51 

W1b 0.50 

W2a 0.59 

W2b 0.48 

Wstub1 0.41 

Wstub2 0.88 

Wn1 0.29 

Wn2 0.42 

Wn3 0.20 

Wn4 0.20 

Wslot - 0.38 

3. RESULTS AND DISCUSSION

As observed in Figure 8, the -10 dB fractional bandwidths of the return loss, |S11| and isolation, |S41| for 

the integration of 3 dB branch-line coupler and 45° phase shifter (Design A) are 14.15% and 34.3% in 

simulation, whilst 10.77% and 23.07% in measurement, respectively. Meanwhile, the -3 dB ± 1 dB 

bandwidths of the respective transmission coefficient, |S21| and coupling, |S31| are 25.08% and 16.62% 

in simulation, whereas 23.07% and 16% in measurement. The 5° phase fluctuation bandwidths of the 

simulated and measured output phase differences are 12.77% and 13.23%, respectively. At the center 

frequency of 6.5 GHz, the simulated |S11| for Design A coupler is -13.59 dB, whereas the simulated |S41| 

is -15.3 dB. Both measured |S11| and |S41| are -18.23 dB and -14.38 dB, respectively. Meanwhile, the 

simulated |S21| is -3.31 dB, whereas the measured |S21| is -3.07 dB. Both simulated and measured |S31| 

are -3.71 dB and -3.93 dB, individually. The output phase difference is 45.45° in simulation, whereas 

47.45° in measurement. 

(a) (b) 

Figure 8.  Integration of conventional 3 dB/90° branch-line coupler and 45° phase shifter (Design 

A): (a) Simulation results; (b) Measurement results. 
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Figure 9 shows the parametric analyses of variation cross slot’s length, L1 before loading the stubs and 

stub’s length, Ls1 after loading the stubs in Design B coupler. Figure 9 (a) shows that the values of the 

minimum peak for the matching response of |S11| are decreased and the operating frequency is shifted to 

the right by decreasing L1. Although Ls1 equals 3 mm, as shown in Figure 9 (b), provides the highest 

bandwidth of the 90° ± 5° differential output phase, Ls1 equals 5 mm is chosen in Design C, because it 

provides the highest fractional bandwidths of the simulated |S11|, |S21|, |S31| and |S41| compared to the other 

lengths of Ls1, as stated in Table 4.  

(a) (b) 

(c)        (d) 

Figure 9. Parametric analyses of Design B coupler: (a) Simulated |S11| for the variation of cross 

slot’s length, L1; (b) Simulated |S11| for the variation of stub’s length, Ls1; (c) Simulated |S31| for the 

variation of stub’s length, Ls1; (d) Simulated phase difference, |S21| - |S31| for the variation of stub’s 

length, Ls1.  

Table 4. Summarization of the proposed 3 dB/90° cross-slotted patch coupler with loaded 

rectangular stubs (Design C) performances based on the variations of stubs’ lengths. 

Variations of 

stub’s lengths, 

Ls1 (mm) 

Bandwidth performance 

|S11| ≤ -10 dB |S21| = -3 ± 1 dB |S31| = -3 ± 1 dB |S41| ≤ -10 dB 
Phase difference 

= 90° ± 5° 

3 24.15 18.77 35.85 38.92 39.54 

4 27.23 18.15 36.15 39.69 38.92 

5 28.00 19.85 36.46 40.92 37.84 

6 27.84 18.77 36.00 40.76 35.08 

7 28.00 19.08 36.15 39.38 33.85 

The simulation and measurement results of S-parameters and output phase difference for the 3 dB/90° 

patch coupler with loaded stubs (Design B) are depicted in Figure 10. The -10 dB fractional bandwidths 

of the return loss, |S11| and isolation, |S41| for Design B coupler are 28% and 40.92% in simulation, whilst 

30% and 36% in measurement, respectively. Meanwhile, the -3 dB ± 1 dB bandwidths of the respective 

transmission coefficient, |S21| and coupling, |S31| are 19.85% and 36.46% in simulation, whereas 18.46% 

and 34.77% in measurement. The 5° phase fluctuation bandwidths of the simulated and measured output 

phase differences are 37.84% and 38.62%, respectively. At 6.5 GHz, the simulated |S11| is -17.43 dB, 

whereas the simulated |S41| is -18.37 dB. Both measured |S11| and |S41| are -16.41 dB and -16.68 dB, 

respectively. Meanwhile, the simulated |S21| is -3.17 dB, whereas the measured |S21| is -3.32 dB. Both 

simulated and measured |S31| are -3.84 dB and -3.54 dB, individually. The output phase difference at 6.5 

GHz is 90.82° in simulation, whereas 89.83° in measurement.  

Figure 11 shows the simulation results of S-parameters and output phase difference for the 3 dB/45° 

patch coupler by applying step 1 to step 2 (Design C). The -10 dB fractional bandwidths of the simulated 

|S11| and |S41| for Design C coupler are 19.23% and 49.23%, respectively. The 1 dB amplitude fluctuation 

bandwidth for the simulated |S21| is 10.31%, whilst 35.07% for the simulated |S31|. As observed, the 
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output phase difference of Design C coupler is capable to reduce from 90° to 45°. However, the 

bandwidth of |S21| is less than 18.5%. The bandwidth of 5° phase imbalance for the simulated output 

phase difference is 36.15%. At 6.5 GHz, the simulated |S11| is -18.76 dB, whereas the simulated |S41| is 

-19.73 dB. The simulated |S21| is -3.87 dB, whereas the simulated |S31| is -2.85 dB. Meanwhile, the 

simulated output phase difference at 6.5 GHz is 48.37° with a phase deviation of 1.63°. 

Figure 10.  Simulation and measurement results of    Figure 11. Simulation and measurement results of 

        S-parameters and output phase difference for the S-parameters and output phase difference for the

3dB/90° patch coupler with loaded stubs     

(Design B).   

  3dB/45° patch coupler by applying step 1 to 

step 2 (Design C). 

Figure 12 shows the simulation results of S-parameters and output phase difference for the 3 dB/45° 

patch coupler by applying step 1 to step 3 (Design C). The -10 dB fractional bandwidths of the simulated 

|S11| and |S41| for Design C coupler are 26.02% and 47.07%, respectively. The 1 dB amplitude fluctuation 

bandwidth for the simulated |S21| is 23.69%, whilst 33.90% for the simulated |S31|. As observed, the 

output phase difference of Design C coupler is capable to reduce from 90° to 45° without interfering 

with the performance of -3 dB coupling coefficient, maintaining the patch size by doing this 

modification. The bandwidth of 5° phase imbalance for the simulated output phase difference is 19.61%. 

At 6.5 GHz, the simulated |S11| is -32.37 dB, whereas the simulated |S41| is -28.86 dB. The simulated |S21| 

is -3.17 dB, whereas the simulated |S31| is -3.29 dB. Meanwhile, the simulated output phase difference 

at 6.5 GHz is 49.43° with a phase deviation of 4.43°. As observed, the presence of notches increases the 

-10 dB fractional bandwidth of the simulated |S11| and 1 dB amplitude fluctuation bandwidth for the 

simulated |S21|. Moreover, the resonant amplitudes of reflection coefficient, |S11| and isolation, |S41| are 

electrically tuned at the center frequency of 6.5 GHz. 

Figure 12.  Simulation and measurement results of Figure 13.  Simulation and measurement results of 

S-parameters and output phase difference for the     S-parameters and output phase difference for the 

3dB/45° patch coupler by applying step 1 to proposed 3 dB/45° patch coupler by applying  

 step 3 (Design C). step1 to step 4 (Design D).

In order to improve the bandwidth performances of S-parameters and output phase difference from 

Design C coupler (without rectangular ground slots), rectangular ground slots are introduced in Design 
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D coupler. As observed, Figure 13 illustrates that the -10 dB fractional bandwidths of |S11| and |S41| for 

Design D coupler are 28.90% and 42.31% in simulation, whilst 37.08% and 46% in measurement. The 

respective -3 dB ± 1 dB bandwidths of |S21| and |S31| are 24.62% and 39.14% in simulation, whereas 42% 

and 37.08% in measurement. The output phase difference is 45° ± 5° between 4.9 GHz and 7.23 GHz 

which corresponds to 35.91% in simulation, whereas between 4.9 GHz and 7.18 GHz which corresponds 

to 35.08% in measurement. At 6.5 GHz, the simulated |S11| is 

-31.89 dB, whereas the simulated |S41| is -38.55 dB. Both measured |S11| and |S41| are -35 dB and -20.99 

dB, respectively. The simulated |S21| is -3.17 dB, whereas the measured |S21| is -3.21 dB. Meanwhile, 

|S31| is -3.28 dB in simulation, whereas -3.71 dB in measurement.  

The simulated output phase difference at 6.5 GHz is 45° without phase deviation, whereas the measured 

output phase difference is 46.62° with a phase deviation of ± 1.62°. The tolerances of measurement 

results are caused by the junction discontinuities as well as inaccuracy of measurement instrument and 

fabrication. The bandwidth enhancements of -3 dB ± 1 dB coupling coefficient, |S31| and 45° ± 5° output 

phase difference for Design D coupler are 22.52% and 23.14% compared to Design A coupler, 

respectively. Meanwhile, the bandwidth of the output phase difference in Design D coupler is improved 

by 16.3% owing to the presence of rectangular ground slots compared to Design C coupler. 

4. COMPARATIVE STUDY

A performance comparisons of the 3 dB/45° patch coupler with rectangular ground slots (Design D) 

with other related works is summarized in Table 5.  

Table 5.  Performance comparison among the couplers (Design A, Design B, Design C and Design D) 

and other related works. 

Design A Design B Design C 
Design D 

(proposed) 
[31] [32] [33] 

-10 dB bandwidth of |S11| 

(%) 
14.15 28 26.02 28.90 21.40 22 10 

1 dB amplitude 

imbalance bandwidth of 

|S31| (%) 

16.62 36.46 33.90 39.14 24.50 42 30 

5° phase imbalance 

bandwidth (%) 
12.77 37.84 19.61 35.91 39.60 32 31 

Electrical size (λg × λg) 0.76×0.72 0.20×0.20 0.22×0.23 0.22×0.23 0.32×0.32 0.31×0.14 0.32×0.32 

5. CONCLUSIONS

In this paper, a single-layered 3 dB/45° patch coupler with rectangular ground slots (Design D) is 

proposed. The inductive loading effect of cross slots in the proposed Design D coupler results in a 

significant size reduction of 45.72% compared to Design A coupler. The fractional bandwidths for -10 

dB of |S11|, -3 dB ± 1 dB of |S31| and 5° phase imbalance of output phase difference in Design D coupler 

are 28.90%, 39.14% and 35.91%, respectively. Moreover, the proposed Design D coupler provides 

bandwidth enhancements of 22.52% and 23.14% for -3 dB ± 1 dB coupling coefficient, |S31| and 45° ± 

5° output phase difference compared to Design A coupler, respectively. The bandwidth of 45° ± 5° 

output phase difference in Design D coupler is increased by 16.3% owing to the presence of rectangular 

ground slots compared to Design C coupler. Therefore, the proposed 3 dB/45° patch coupler with 

rectangular ground slots (Design D) will be the attractive candidate in the future 5G beamforming 

networks such as Butler matrix without using additional phase shifters, which contributes to an overall 

size reduction while retaining reliable performance. 
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 ملخص البحث:

ذ) ييي  ذب،    يي ذ    لجيي يذقب يييذب،لييّذطي،ا  يي لحذذ45 قسييل   ذ3فييهذاييلبذب، يييّ ذقيياح ذبااييببٍذأحييي ذلطييقة

D5،شييي  يشذيشييي ل ذب،شنيييجيلذ يييمذب، لييي ذب، يييي  ذ ذGييييلي ذفيييهذال ييي ذ ذ شييي اا ذيبه لييي ة يذطيسيييا  ب ذطةٍ

كيييي  ذث) يييي   ذثشيييي الذ)سيسييييل ذ ذ ي   يييي ة ذيكييييرذشيييي  ذمةييييبيلهمذطلٍت يييييذاحييييل  ذث)لث يييييشذثاه شيييي الة

طقذب،  ايييبٍذ ب،ا  ييي لحذ يقيييييشذD سيييا لك يذثق اكييي ذأحيييي ذب،يييب  يذذب، ييي للذيكيييرذا،حيييياذب،ييجييي ذب،يييرذ ة

لذايييييفل ذطيبثقييي ذ  ثييي ذ  يييَاف ذط،اهك،يييب ذبي يييبذب،يييل ذق ث ييي ذذ لجييي ذفيييهذشييي  يشذيشييي ل ذب،شنيييجيلذ45طييياه

ييييبه ذب،ٍ  يييييليذ ذفل يييييذقاجك ييييضذطا كليييي ذب،ي ييييحذثييسييييلٍيشذي، يييي ة بلإسييييتي ذب،ب لسييييهذ،تييييلبذب، يييييّ ذثط يا 

ذجي ل ييييييي ذاييييييي لايذذDثقيييييييّ  ذب،ا  ييييييي لحذ %ذثذ14ي39%ذثذ9ي28ب،  ايييييييبٍذب،يييييييرذيي ليييييييضذأ ياييييييييشة

 قسييييييل  يذطي،ٍسيييييي  ذب،ييييييرذذ1ذ± قسييييييل  ذ3- ذثذ |S11| قسييييييل  يذطي،ٍ سيييييي  ذب،ييييييرذذذ10-%ذِ،يييييي ذ 91ي35

|S31|لذفييهذب،  ييبفيذثي كيي ذب،ا يسييلٍيشذفييهذذ5 ذثذ لذب،  يياه  لجيييشذ ييمذييي  ذبلإي ِيييببذطي،ٍ سيي  ذب،ييرذف،ييبه

ييييبه ذب،ٍ  يييييلذ   لجيييييشيذذ5±45ثذ ذ S31 قسييييل  يذطي،ٍسيييي  ذب،ييييرذ جي يييي ذب،ييييبط قذ1± قسييييل  ذ3-ي،

لذفييييهذب،  ييييبفذب،اييييهذقي   تيييييذب،ٍ حييييي ذب،  اييييبٍ %ذثذ52ي22يذD ب،ا يييي لحذذطي،ٍ سيييي  ذب،ييييرذفييييبلذب،  يييياه

لذفيييهذ  ذيكيييرذب،ابيلييي يA%ذ  يلأييي  ذطي،ا ييي لحذ14ي23 يييبه ذب،ٍ  ييييلذ،َيييبلذب،  ييياه ثقاي يييضذييسيييلمذي،

%ذطسييي  ذثجيييا ذب،شنييي الذبيسيسيييل ذب، سيييا لك ذ3ي16 لجييييشيذطيليييّذقيييي ب ذطٍسييي  ذذ5±45ب،  يييبفذ 

طقذ،كا  ييي لحذذDفيييهذب،ا  ييي لحذ لحذب،  ايييبٍذ ب،ا ييي لحذق كييي ذ  يييحذب،ا  ييي يذCب،  ايييبٍذ  يلأييي  ذطٍحيييي ذب،يييب 

D يذgλ 2x 0.2 gλ 30.2ذب،ي ييحذب، تبطييي هذ،ٍحييي ذب،ييبطقذب،  اييبٍذ ب،ا يي لحذ يذDيذثقجٍييهذك،يي ذ)ب 

طقذك ذب،ا   لحذ72ي45ااذ)ا ذطٍس  ذ  ذيA%يذ  يلأ  ذطٍحي ذب،ب 
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ABSTRACT 

Heart disease is the leading cause of mortality worldwide. The precise heartbeat classification usually requires a 

higher number of extracted features and heartbeats of the same class may also behave differently in patients. This 

will lead to computation overhead and challenges in hardware implementation due to the large number of nodes 

utilized in reservoir computing (RC) networks. In this work, a reservoir computing-based stochastic spiking neural 

network (SSNN) has been proposed for heartbeat rhythm classification, enabling a patient adaptable and more 

efficient hardware implementation with low computation overhead caused by minimum extracted features. Only a 

single feature is employed in template matching to achieve patient adaptability with minimal computation 

overhead. The single feature, QRS complexes, was extracted and fed into the neural reservoir with 20 neurons in 

a cyclic topology for arrhythmia similarity calculation and classification. 43 recordings of Electrocardiogram 

(ECG) signals that included both normal and arrhythmic beats from MIT-BIH arrhythmia database obtained from 

Physio-Net were used in this work. The proposed stochastic spiking reservoir achieves a sensitivity of 99.6% and 

an accuracy of 96.91%, signifying that the system is accurate and efficient in classifying normal and abnormal 

arrhythmias.  

KEYWORDS 

Neuromorphic computing, Stochastic, Reservoir, Spiking neural network, Template matching, Arrhythmia, ECG 

classification.

1. INTRODUCTION

According to the Centers for Disease Control and Prevention (CDC), heart disease caused the deaths of 

approximately 659,000 people in the United States each year [1]. The United States spent $363 billion 

on heart disease per year between 2016 and 2017. This comprises the expenditures of medical services 

and medications, as well as lost productivity as a result of mortality. 

ECG signals are a useful instrument that has been widely employed in numerous applications for the 

investigation of cardiac diseases [2]–[4]. ECGs use electrodes to monitor the electric activity generated 

by the flexion and contraction of heart muscles [5].  The ECG results show the physical activity of the 

heart, indicating whether the heart is healthy or has an abnormal rhythm. Abnormal rhythm is often 

known as arrhythmia, which is the most common cause of cardiac illness. 

In recent years, various computer-assisted diagnostic approaches for classifying heartbeats for 

arrhythmia prediction have been proposed. To achieve automated real-time classification approaches, 

lower computational cost and easy adaptability to hardware are necessary [6]-[8]. Neuromorphic 

computing is a potential alternative to conventional von Neumann computers for specialized sensory-

processing or classification applications. Neuromorphic systems imitate the biophysics of neuro-

biological networks by imitating the information processing mechanism of biological neurons and 

synapses [9]. Through repeating this basic cortical columnar arrangement of neurons and synapses, a 

biological brain discovers a cognitive computing pattern that is highly energy-efficient. Neuromorphic 

architectures are known for their ability to perform complex machine-learning tasks with high 

connectivity and parallelism on a smaller footprint more than conventional von Neumann systems [10]–

[13]. These characteristics contribute to the implementation of neuromorphic architectures in hardware 

development. 

However, a high number of features in ECG recognition leads to excessive hardware calculation 
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overhead that most of the previous research works have paid less consideration to. C. Venkatesan 

proposed a k-Nearest Neighbours-based (kNN) arrhythmic beat classification approach that classified 

normal and abnormal ECG signals utilizing 14 time domain and frequency domain heart rate variability 

(HRV) features with an accuracy of 97.5 % [14]. In another study, Ye et al. employed multiclass 

classification with Support Vector Machine (SVM) with 5 features comprising morphological, wavelet, 

RR interval, independent component analysis (ICA) and principal component analysis (PCA) to 

differentiate between normal and abnormal signals [15]. Vedavathi et al. used the kNN algorithm to 

classify abnormal beats based on three features: higher-order statistics (HOS), spectral characteristics 

and temporal features [16]. S. Savalia et al. used deep neural network approaches, such as multi-layer 

perceptron (MLP) and convolution neural network (CNN) with three characteristics: P wave, QRS 

complex wave and T wave for arrhythmia classification [17]. S. Nahak suggested a fusion-based SVM 

for arrhythmia classification, which achieved a three-class classification accuracy of 93.33% [18]. Thus, 

in this work, template matching technique has been proposed using minimum feature extraction from 

the ECG signal while still maintaining accuracy in order to reduce the computational burden of the 

system, achieving efficient hardware implementation. 

In terms of adaptability to hardware, field programable gate array (FPGA) is a potential hardware 

solution for this application, where a large portion of the electrical functionality inside the device can 

be customized with low implementation cost [19]-[21]. Mariel et al. proposed a parallel continuous 

neural network (CoNN) using FPGA for arrhythmia detection [19]. The categorization algorithms in 

prior study utilized characteristics including amplitude, phase and signal shape. The identifier is 

implemented using a total of 50284 lookup tables (LUT) and 471 flip-flops (FF). An FPGA-based back 

propagation neural network (BPNN) implementation was proposed by Egila et al. to categorize ECG 

signals [20]. The developed module employs Discrete Wavelet Transform (DWT) for feature extraction 

to extract four features while using significantly less hardware. W. Matthias et al. presented multiple 

MLP-based ECG anomaly detection implemented in Zynq FPGA; however, it still requires a lot of 

hardware resources. For instance, the proposed 10-6-2 12-bit multilayer perceptron requires 1613 FF 

and 1963 LUTs [21]. Although BPNN and MLP require significantly lower hardware resources, there 

are still difficulties in dealing with inter-patient variability. However, it must be noted that the hardware 

implementation of neural network suffers from resource constraints because of the typically large 

number of nodes utilized in RC networks and the high chip area required by the activities engaged with 

each processing node [22]. The proposed stochastic computing (SC) approach and simple cycle reservoir 

(SCR) architecture implemented in SSNN significantly minimized the number of connections, resulting 

in a more efficient hardware implementation. 

Inter-patient variability is a crucial concern in ECG data, since heartbeats of the same class can behave 

differently in patients. Template matching approach was implemented to overcome the concern of inter-

patient variability. Most of the research in the literature focused on simple arrhythmia classification, 

which categorizes arrhythmia based on distinct features without patient adaptability feature. In this 

work, we propose a high-performance arrhythmia detection system that uses stochastic spiking RC to 

have a minimal processing overhead and minimize inter-patient variability concerns. In contrast to other 

research in the literature, a high performance for arrhythmia classification is achieved by utilizing only 

one feature, the QRS complex.  

Section 1 presents an extensive assessment of recent studies on arrhythmia classification, while Section 

2 presents literature on spiking reservoir learning machine and architecture. Section 3 presents the 

proposed ventricular heartbeat classifier, including Pan Tompkins beat detection algorithm, feature 

extraction and stochastic neuron design. Section 4 presents the performances of R-peak detection and 

arrhythmia classification. Hardware resource utilization and feature size of the proposed classifier are 

then compared with those of previous studies. The conclusion is made in Section 5. 

2. SPIKING RESERVOIR LEARNING MACHINE

Spiking reservoir network is a class of brain-inspired recurrent algorithms known as RC networks, 

aiming to reduce computational complexity and cost of training machine-learning models by using 

random, fixed synaptic strengths. In this work, the RC network has been built using a three-layer spiking 

neural network (SNN) to compute spikes encoded, a dynamic system and a readout mechanism and with 

little effort, it can achieve machine-learning functionality. 
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2.1 Spiking Neural Network (SNN) 

Spiking neural networks are the most recent generation of Artificial Neural Networks (ANNs), in which 

neuron models communicate by sequences of spikes to process large amounts of data [14]-[15]. The 

information is encoded in the rate and timing of the spikes' arrival. 

Figure 1shows two connected biological neurons which communicate through sequences of spikes. The 

incoming signals from connected neurons accumulated by dendrites are spatially and temporally 

summed by the cell’s body. The neuron will generate a spike if it receives enough input that exceeds the 

threshold. The action potential is transmitted along the axon to other neurons of the nervous system. If 

the threshold is not surpassed, this indicates that insufficient input was received; the inputs fade quickly 

and no action potential is produced. 

The conventional artificial sigmoidal neuron is used to model the spiking neuron, which uses firing rate 

to relay neural information. The sigmoidal unit’s operation is depicted in Figure 2. A weight variable 

describing the strength of the influence on the postsynaptic neuron is used to simulate the synapse 

between two neurons. Positive and negative weights are used to represent excitatory and inhibitory 

synapses, respectively. The potential of a sigmoidal neuron is calculated by adding together all of the 

weighted firing rates of its presynaptic neurons. The activation function is used to determine the neuron’s 

output from this potential which has a sigmoid form. 

Figure 1. Biological neurons.   Figure 2. Basic operation of sigmoid neuron. 

2.2 Reservoir Computing (RC) 

RC is a computational architecture developed by recurrent neural network theory that maps input signals 

into higher-dimensional computational spaces utilizing the dynamics of a reservoir, which is a fixed, 

non-linear system. The reservoir is expected to be sophisticated enough to collect a significant number 

of input stream properties that can be utilized by the reservoir-to-output readout mapping [23]. 

Contrary to conventional Recurrent Neural Networks (RNNs) that need to adjust all connections to 

minimize the training error, the key characteristic of RC is that only the readout weights Wout are trained 

with a basic learning method such as linear regression, whereas the input weights Win and recurrent 

connection weights W inside the reservoir are not trained [16], [18]. General RNN architecture and RC 

system are illustrated in Figure 3. This strategic design simplifies the complicated and time-consuming 

training procedure of traditional fully trained RNNs to a simple linear regression issue, which is greatly 

simplifying RNN implementation [19]-[20]. 

Figure 3. (a) General RNN architecture (b) RC system. 

3. PROPOSED VENTRICULAR HEARTBEAT CLASSIFIER

Figure 4 depicts the procedures of the proposed technique. Signal denoising minimizes baseline drift 

and power-line interference that are typically emphasized in ECG signals. The peak detection detects 

the R-peak location and amplitude. The samples around each R-peak location are retrieved in a window 

by QRS segmentation. QRS complex is then employed in the spiking neural network for machine 

learning and classification. The correlation coefficient calculated from template matching was used to 

analyze the similarity between typical normal beats and the test beat. In this project, the well-known Pan 
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Tompkins beat detection algorithm is applied. This algorithm used band-pass filtering, signal 

differentiation, squaring, moving window integration and two sets of adaptive thresholds to filter and 

integrate signals for beat detection [24].  

3.1 Signal Denoising 

There are a variety of sounds and anomalies in polluted signals, but baseline drift and power-line 

interference [26] are two types of noise that are often highlighted in ECG signals. The impression of 

baseline wander (BW) occurs when a signal's base axis appears to "drift" up and down, causing the 

entire signal to deviate from its baseline. Baseline wander is a low-frequency distortion in the ECG 

caused by electrically charged electrodes, patient movement and respiration [27]. Power-line 

interference is another common cause of noise which must be removed from the signals, because it fully 

obliterates the low frequency P and T waves in ECG signals. These noises and artifacts can impede the 

extraction of useful information from the raw ECG signal, resulting in an incorrect diagnosis and having 

a significant impact on the performance of algorithms during classification [23], [28]-[29]. 

The initial step was to use band-pass filtering composed of a cascaded high-pass and low-pass filters 

with a passband of 5-15 Hz, to remove BW and 50 Hz power- line interference and reduce the T wave 

amplitude. Figure 5 shows the ECG signal pre-processing process. 

Figure 4. Schematic representation of ventricular              Figure 5. ECG signal denoising. 

  heartbeat classifier [25]. 

3.2 Peak Detection 

The signal was differentiated after the band-pass filtering stage to highlight the severe slopes of the QRS 

complex. The squaring operation increases the slope of the derivative’s frequency response curve to 

extract the R-peaks. The moving window integrator generates a signal including slope and QRS complex 

width information. The locations and amplitudes of R-peaks in the ECG signal were detected and stored 

in Rn×m matrix in a row-wise format, where n = 2 consists of location and amplitude of the R-peak and 

m is the number of detected R-peaks. Figure 6 shows an example of applying the Pan Tompkins 

algorithm for R-peak detection in the MIT-BIH arrhythmia database. 

Figure 6. ECG signal peak detection. Figure 7. QRS segmented area in the ECG signal. 

3.3 QRS Segmentation 

The R-peak location contained in the Rn×m matrix is chosen as a reference point. After determining the 

R-peak location, 75 samples around each R-peak were extracted in the window and counted as a single 
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heartbeat. The window only spans the duration of the QRS complex rather than the whole cardiac cycle. 

Figure 7 depicts the segmented region based on the QRS complex. The Q wave and S wave reflect the 

beginning and end point of the highlighted beat, whereas the R wave represents the peak area. The 

heart’s ventricular depolarization is represented by the combination of Q, R and S waves [30]. 

3.4 Temporal Feature Extraction 

The main interest of this research is to extract representative features with minimal calculation overhead 

and avoid inter-patient variability concerns. The simple and patient-adaptive technique template 

matching is utilized to alleviate the inter-patient variability difficulties outlined in Section 1. This 

approach is utilized to determine the similarity between the signal beat and the same class-specific 

template, then employed a normalized correlation coefficient defined as an equation to classify the data 

as shown in Figure 8. 

𝛾𝑥𝑦(𝑘) =
∑ [𝑥(𝑛)−�̅�]𝑁−1

𝑛=0 [𝑦(𝑛−𝑘)−�̅�]

√∑ [𝑋(𝑛)−�̅�]2𝑁−1
𝑛=0 ∑ [𝑦(𝑛−𝑘)−�̅�]2𝑁−1

𝑛=0

     (1) 

where γxy represents the correlation coefficient, 𝑁 represents the number of template points, x(n) 

represents the template points, y(n) represents the signal points under investigation, x̄ represents the 

average of the template points and ȳ represents the average of the signal points and k represents the time 

index of the signal y(n) at which the template is placed. The correlation coefficient is in the range -1< 

γxy <+1, where +1 means that the signal and template are perfectly matched.  

Template matching approach is implemented in this work with a lower computation complexity while 

retaining a high compression ratio and a minimal reconstruction error. This study excludes from 

consideration those signals for the feature extraction phase that have contamination in their sections. 

Figure 8. Template matching of segmented heartbeat. 

The classification of normal and abnormal heartbeats is proposed by medical specialists in previous 

research [31]-[32]. Normal heartbeats have regular RR intervals, with the existence of a P-wave and a 

narrow QRS complex, whereas abnormal heartbeats have a shorter RR interval, no P-wave and a broader 

QRS complex. 

3.5 Stochastic Spiking Neural Network 

SSNNs are a recently proposed hardware solution based on a simple spiking neuron model capable of 

reproducing the probabilistic nature of synaptic transmissions, thus replicating the intrinsic stochastic 

behaviour of real biological neurons. The main distinction between SNNs and other neural networks is 

that SNNs explicitly model time. The concept is that neurons in the SNN do not communicate 

information at the end of each propagation cycle, but rather only when a membrane potential exceeds 

the threshold. 

The retrieved QRS complex in the preceding section was employed as an input signal for the neural 

reservoir with 20 neurons. The stochastic neuron system contains three fundamental stages, as shown in 

Figure 9, binary to pulse conversion, SC and pulse to binary conversion. The input from the feature 

extraction process is converted into a binary number in the SSNN process by using analog-to-digital 

converter which transforms the analog input signal into the binary output signal. The binary value data 
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is first transformed into a pulse signal for stochastic computation and then the pulse signal is converted 

into its equivalent binary value again. 

Figure 9. Stochastic computing system's fundamental stages. 

3.5.1 Stochastic Computing (SC) 

SC is a paradigm that counts the number of ones in a bitstream called a stochastic number, which is 

expressed as a fraction p=n/N, where n is the number of 1s in binary sequences and N is the length of 

binary sequences. For instance, the bitstream 01000010 contains two ones in an eight-bit stream, 

corresponding to a represented number of p=P(X=1) = 2/8 = 0.25. Figure 10 depicts the basic SC 

circuits, where the real number x is represented in unipolar format (UP) in the range [0, 1] and bipolar 

format (BP) in the range [-1, 1]. 

SC is utilized in this research by implementing digital gates in the SSNN. The proposed method reduces 

the amount of hardware required to perform arithmetic operations by employing probabilistic computing 

concepts. The multiplication in multiple-accumulate (MAC) operation could be easily realized by using 

a two-input XNOR gate for the bipolar coding format, as shown in Figure 10(b), followed by the scaled 

addition operation with a multiplexer (MUX), as shown in Figure 10(d). 

Figure 10. Basic circuits used in stochastic computation (a)AND (b)XNOR (c)NOT (d)MUX. 

3.5.2 Binary-to-Pulse Converter (B2P) 

The conversion from binary magnitudes (X) to pulsed stochastic signals (x) is performed by the B2P 

block shown in Figure 11. A random number generator (RNG) is used to create a pseudo-random binary 

number in each clock cycle, which is then compared to the n-bit input binary number with evaluation 

period Teval. The comparator is actively high when X > RN; otherwise it is maintained low. The 

comparator's output results in a bitstream x = X/2n with probability of getting 1. 

3.5.3 Pulse-to-Binary Converter (P2B) 

The P2B block is shown in Figure 11. Figure 12 is used to complete the process of converting the pulse 

signal x into its equivalent binary value X. It consists of two n-bit counters and an n-bit register. The 

first counter counts the number of high values (1s) given by the stochastic signal throughout the Nc clock 

cycle. The second counter is used to reset the first counter and load a new value for the register every 

Nc clock cycle. Therefore, the P2B block generates an n-bit number that changes per Nc cycle. 

The block’s output is a binary number that will remain stored for Nc =2n-1 clock cycles until being 

updated with the next integration value. However, this conversion incorporates a statistical error. Thus, 

linear feedback shift register (LFSR) was implemented in this project and extended bit sequences were 

analyzed to obtain correct results. The probability of receiving an output corresponding to high-level 

values in a series of the random variable p(t) over Nc clock cycles is calculated using the binomial 

distribution equation: 

𝑃𝑟𝑜𝑏(𝑋) = (
𝑁𝑐
𝑋

) 𝑝𝑋(1 − 𝑝)𝑁𝑐−𝑋         (2) 

3.6 Stochastic Neuron Design 

The proposed stochastic neuron design consists of a few simple digital blocks: logic gates, a multiplexer, 

an LFSR, a register and a comparator. Figure 13 shows a single two-input sigmoid SC-based neuron 

with n=8 and evaluation time to Nc=28-1 clock cycles. 
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Figure 11. B2P converter block.        Figure 12. P2B converter block. 

Figure 13. Two-input SC-based sigmoid neuron. 

The input and weight binary values are first converted into pulsed signals using B2P converter before 

being processed by the stochastic circuit. The first input signal I1 is a binary magnitude that is externally 

supplied to the system, but the second input signal i2 is a stochastic bitstream that receives directly from 

another neuron. An XNOR gate and a multiplexer are used in the stochastic computing architecture to 

perform multiplication and addition operations. The resultant bitstream from the input weighting and 

addition is converted into a binary integer through P2B converter. The binary result is transformed back 

into a stochastic bitstream for further processing by another neuron. 

20 stochastic neurons that make up the SSNN have been arranged based on SCR architecture as shown 

in Figure 14. This topology decreased the number of connections and simplified the automated network 

design, allowing for more efficient hardware implementation, when compared to previous research that 

employed random connections. 

Figure 14. SSNN composed of 20 stochastic neurons in cyclic topology. 

3.7 SNN Activity 

The SNN’s activity is depicted in    Figure 15. The input spikes entering the counter appear to contribute 

to an increase in the membrane over-voltage. During the evaluation process, the incoming pulses are 

added up per clock cycle Tclk in the counter, where the evaluation period is basically a definite number 

of clock cycles: Teval =Nc∙Tclk. A random number generator is used to produce the value of the variable 

threshold Vk. The value of the estimated over-voltage corresponding to the preceding evaluation period 

is compared to the reference voltage per clock cycle. If membrane over-voltage Sk exceeds Vk, the 
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neuron emits a spike Xk =1; otherwise it remains at a low level Xk =0. 

Figure 16 depicts QRS complex as the input signal associated with the output of various nodes in the 

reservoir. Each neuron state oscillates in response to the input stimuli and this information is utilised to 

calculate the network's prediction output. It can be observed that a good match occurs as the number of 

neurons trained increases. 

   Figure 15. Temporal evolution of the different       Figure 16. Three chosen neurons' output from the 

   signals in the SNN model.           reservoir along with QRS complex input signal. 

4. RESULTS, ANALYSIS AND DISCUSSION

The classification was carried out using the MIT-BIH arrhythmia database, which includes 43 

recordings of ECG signals that included both normal and arrhythmic beats, each with a 30-min duration 

and a sampling rate of 360 Hz. 

4.1 Performance of R-peak Detection 

The Pan-Tompkins algorithm is used for R-peak detection and QRS segmentation. The performance of 

R-peak detection was evaluated using the following metrics: sensitivity (SEN), positive predictive value 

(PPV) and cumulative statistical index (CSI) and detection error rate (Fd) which are described in detail 

as follows: 

𝑆𝐸𝑁 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100  (3) 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100  (4) 

𝐶𝑆𝐼 =
1

2
(𝑆𝐸𝑁 + 𝑃𝑃𝑉 − 𝐹𝑃𝑅 − 𝐹𝑁𝑅) × 100          (5) 

𝐹𝑑 =
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃
    (6) 

Table 1 reveals the overall performance of the R-peak detection on the MIT-BIH database, where out 

of a total of 97,963 beats, 205 and 227 beats were recognized as FP and FN, respectively. In addition, 

the proposed approach attained a minimum detection error of 0.44% with SEN, PPV and CSI at 99.8%, 

99.8% and 99.6%, respectively. As a result, the Pan-Tompkins algorithm has an outstanding detection 

with minimal error detection, with high PPV indicating that a high proportion of R-peaks in the test 

beats are correctly detected, where high sensitivity indicates that the proposed approach is patient-

adaptive and capable of detecting small outbreaks that behave differently in patients and larger CSI 

values indicate better overall detection performance. 

Table 1. Evaluation results of R-peak detection. 

TP FP FN SEN (%) PPV (%) CSI (%) Fd (%) 

Total 97963 205 227 99.8 99.8 99.6 0.44 
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True positive (TP) indicates a correctly detected R-peak, false negative (FN) indicates a missing R-peak 

and false positive (FP) indicates an incorrectly identified R-peak. False positive rate is FPR = 

FP/(FP+TP) and false negative rate is FNR = FN/(FN+TP). Fd was employed to calculate the detection 

error rate. Better detection performance is predicted by higher SEN, PPV and CSI values, while a lower 

Fd is expected. In Table 1, the TP, FP, FN, SEN, PPV, CSI and Fd values of each record are listed. 

4.2 Arrhythmia Classification Performance 

The proposed stochastic SNN architecture, which is made of 20 neurons and has a cyclic topology, was 

trained to complete a basic nonlinear prediction task. The evaluation duration has been set to Teval =(28-

1)∙Tclk and the clock frequency is 1 kHz (Tclk=1ms). Figure 17 depicts the register transfer level (RTL) 

design. The network's performance was assessed for several patient datasets with QRS complex. Figure 

18 depicts an example of one patient's ECG classification performance. 

    Figure 17. RTL of proposed SNN classifier.                Figure 18. ECG classification performance. 

Table 2 shows the confusion matrix for the performance of the proposed ventricular heartbeat classifier. 

The sensitivity, accuracy and specificity indicators are computed from the confusion matrix using 

Equations (3), (7) and (8) which are represents as follows. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
× 100         (7) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100 (8) 

The template matching approach demonstrates that high performance was achieved with sensitivity, 

accuracy and specificity of 97.41%, 95.10% and 93.68%, respectively. The high accuracy indicates that 

the system is accurate and efficient in classifying normal and abnormal arrhythmias, while high 

specificity of abnormal diagnosis indicates the existence of disease with confidence. 

Table 2. Confusion matrix of SNN classification. 

True Normal True Abnormal 

Prediction Normal 70085 3173 

Prediction Abnormal 1862 27578 

4.3 Comparison with Previous Study 

Previous researchers have worked extensively on reducing the feature size of arrhythmia detection 

systems. However, they encountered computational burdens. Table 3 highlights the methodologies, 

feature size and classification performance achieved in the proposed methodology and related studies. 



191

"Neuromorphic Computing Based on Stochastic Spiking Reservoir for Heartbeat Classification", C. Y. Saw and Y. C. Wong. 

The proposed approach demonstrates that a great performance has been achieved by employing only a 

single feature as compared to previous research. 

Table 3. Comparison with other studies. 

The Authors Method Feature Size Accuracy 

Venkatesan et al. [14] kNN 14 97.5% 

Ye at al. [15] SVM 5 86.4% 

Vedavathi et al. [16] kNN 4 98.40% 

S. Savalia [17] MLP; CNN 3 88.7%; 83.5% 

S. Nahak et al. [18] SVM 3 93.33% 

Proposed Approach SNN 1 96.91% 

After verifying that the proposed method is effective in classifying heartbeats even with a single-feature 

size, the proposed system has been implemented in FPGA to demonstrate the hardware efficiency 

achieved by the minimum feature size used, thus reducing the computational burdens. Table 4 shows 

the hardware resources needed to implement the proposed SNN ventricular heartbeat classifier 

synthesized on a Xilinx Zynq-7000 FPGA. The proposed SNN classifier uses the least LUT and FF 

numbers to accomplish ventricular heartbeat classification, due to the hardware improvements in the 

MAC designs. 

Table 4. Hardware resource utilization comparison. 

Reference [19] [20] [21] This Approach 

FPGA Zynq 7000 Spartan 3AN Zynq 7000 Zynq 7000 

Classifier type CoNN BPNN MLP SNN 

LUT 50284 4321 1963 692 (0.65%) 

FF 471 3893 1613 440 (0.83%) 

5. CONCLUSIONS

In this study, a simple and patient-adaptable heartbeat rhythm classification system based on SSNN was 

developed to obtain the highest performance with the minimum account load. The model only employs 

QRS complex as the only feature for classification. Moreover, the non-random structure of stochastic 

neurons connection in reservoir topology makes SSNN models easily implemented in hardware, also 

resulting in quick processing. The results demonstrate that the detection of QRS complex in MIT-BIH 

database using Pan-Tompkins and template matching achieves a sensitivity of 99.65%. Meanwhile, the 

proposed SSNN with correlation coefficient shows high effectiveness in classifying arrhythmia with 

sensitivity, specificity and accuracy of 99.6%, 98.93% and 96.91%, respectively. Simple processing and 

hardware resource saving of the architecture in this work provide a substantial contribution to the field 

of Medical Internet of Things (MIoT). 
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 ملخص البحث:

ددددد   ددددد    ددددد ي تعُدددددرا  اددددد في ف     دددددعير ف عددددد           اددددد  ف  اّ اّ  يعدددددا  ادددددت ع ف ا يددددد ل ا دددددي ف 

ل  ددددد  ا  ددددد   ل ف   ددددد   ددددد  ل ف  ض    ّدددددا  ا  ددددد  ددددد  ادددددر فل  تتددددد  ادددددأ ف ضاب ف دددددراضيب   ددددد   ل ف    

دددد   كفتددددت  ُ  ددددأ    ت ّدددد ا  ا ددددي آخدددداذ ا   دددد ذ اددددأ ادددد    ف ددددي   دددد     دددد ف اددددأ  اّب اددددأ ف 

  ال ف ددددددي تخددددددرا  لذ تدددددد تت    عددددددرافل شدددددد آت      ددددددا  ف ددددددي  فحتسدددددد  ذ  دددددد  ت  سددددددا ف خااددددددتا    دددددد

دددددد   اددددددأ ف عُ  ددددددر  دددددد  شددددددت  ل  ااددددددتا  ف خااددددددتا ف  ضدددددد  راا   ك ددددددد  دددددد   ال  ف ددددددي ف عددددددر  ف  ا

ف  )  (  RCف  زا

ف   ددددد   ددددد ف ف تخددددد    تددددد ا فض ددددد فب شدددددت اذ اّدددددتيا آ تىدددددا الددددداف يا ات يددددداذ ا دددددي  اادددددتا ف  دددددزا

(SSNN ّددددددد ي      اددددددد ل  ددددددد   ل ف   ددددددد    خيددددددد  تضددددددد     اددددددد  رف  اعدددددددرافل  اادددددددتاذ   )

دددددد  ل  الا  ددددددا      ددددددي     سدددددداب  ااددددددتاذ  ضدددددد ا  ضددددددت  فادددددد  رف  ف خددددددرا ف  آددددددي اددددددأ اددددددر  ف ضاب

دددددت ا      دددددي  ت  يددددد   اذ  ف دددددرر   ددددد    خ يدددددب الا  دددددا ف لا ددددد   ف  ض   ّدددددا   ضدددددر تددددد ا فاددددد  رف  اب

دددددد   دددددد ا  دددددد  ا ت     ضددددددر تدددددد ت فا  لا دددددد    ت دددددد      ف ددددددي QRSت  سددددددا ف خااددددددتاة ت ددددددد ف ضاب

ح  اددددددأ  تدددددد   ضدددددد ع  تّدددددد ي  اددددددر  ل ا ددددددي آخدددددداذ     دددددد  أ اُّددددددتاآ  ف  ف عّددددددت   عل  ف  ددددددزا

دددددد   دددددد   ل ف   دددددد   43فآ لدددددد    دددددد   ل ف   دددددد    ضددددددر تدددددد ا فادددددد  لا   اددددددأ تضددددددريلال ا  ا

ف  خ ا دددددا ا دددددي  ددددد   ل ض ددددد   تيعيدددددا    ددددد ت ليددددد   تيعيدددددا ادددددأ ض ادددددرر ف تي آددددد ل ف    دددددا 

( ف  دددددددد  تدددددددد ا ف خّددددددددا  ا ي دددددددد  اددددددددأ شددددددددت ا MIT-BIH   دددددددد   ل ف   دددددددد  ) عددددددددر  فآ لدددددددد 

(Physio-Net   ف  ف    ددددددد ب  ض ادددددددياذ ا دددددددرفح %   ضادددددددا ا دددددددرفح   6 99(   ضدددددددر   دددددددب ف  دددددددزا

ددددد  ف دددددي   ا ف  الددددد   ف    ددددد ب  ضيدددددب   عاددددد    ددددد  تّددددد ي   ددددد  ل 91 96 %  ف اددددد  ف ددددد    نشا

ار  فآ ل       ل ف     ف  تيعيا  لي  ف  تيعيا 
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ABSTRACT 

This paper proposes a novel and fully optimized ultra-wideband RF receiver front end in UMC 180nm 1P6M 

CMOS process. The heterodyne architecture used in this work does not use the on-chip image reject mixer. The 

proposed receiver consists of a cascode inductively degenerated common source differential low noise amplifier 

and a folded Gilbert down-conversion mixer. The differential low-noise amplifier eliminates the use of active 

balun and improves the noise performance, while the folded architecture reduces the power dissipation of the 

receiver. The post-layout simulated result shows that the receiver has a voltage gain of 15.2 - 19.8dB, a noise 

figure of 4.8 - 8.9dB, a third-order input intercept point (IIP3) of -6.3 to -2.9dBm and consumes 31.5mW from a 

1.8V supply. The receiver has a good reverse isolation S12 of -42 to -59dB due to cascode configuration and 

occupies an area of 2.55mm2. 

KEYWORDS 

CMOS, UWB, Noise figure, IIP3, Receiver front end. 

1. INTRODUCTION

Federal Communications Commission (FCC) has allocated a large frequency range of 3.1 to 10.6GHz 

(spectrum of 7.5GHz) for high-speed and short-distance communication. This ultra-wideband (UWB) 

IEEE 802.15.3a standard is used for wireless personal area network that transmits an extremely low 

signal power over a short distance at a high data rate (up to 480Mbps). Due to its ultra-wide 

bandwidth, people will popularly use it for sharing photos, music, videos, voice and data among 

laptops, PCs and mobiles connected in a network at home or office.  There are two possible techniques 

to exploit the allocated spectrum. One is the multiband (MB) approach and the other is the Impulse-

Radio (IR) approach [1]. In Multiband–UWB (MB-UWB), as specified in IEEE 802.15.3a standard, 

the entire bandwidth of 7.5GHz is divided into 5 band groups of 14 bands with a spacing of 528MHz, 

as shown in Figure 1, with OFDM (Orthogonal Frequency Division Multiplexing) modulation and 

frequency hopping scheme. The other possibility is the so-called Impulse-Radio-UWB (IR-UWB) 

based on transmission of very short pulses, with position or polarity modulation.  

Figure 1. MB-UWB frequency plan. 

UWB receiver front ends are challenging to researchers, as they require high receiver gain, high 

linearity, low signal-to-noise ratio (SNR) and minimum power consumption over a wide bandwidth. 

UWB is open to reception of undesired narrowband signals from WiFi and WiMAX systems under 

IEEE 802.11a/b/g as well as other UWB transmitters operating in the same range nearby. Due to 

narrowband jammers, nonlinearities present in the receiver can cause cross-modulation distortion, 

which further degrades the signal-to noise ratio. Hence, linearity (both IIP3 and IIP2) specification 

needs to include the distortion effects. 
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So far, several UWB receivers have been reported in literature [2]-[3]. In [2], a UWB direction 

conversion receiver for 3-5 GHz has been reported. In this research, the authors have achieved a 

receiver gain of 22dB, an NF of 17dB and a linearity (IIP3) of -6dBm while consuming 16mw from a 

supply of 2V in 0.18µm CMOS process. Although the receiver front-end has been fully integrated, it 

does not cover the full bandwidth of UWB from 3.1 to 10.6GHz and has a poor NF. The receiver 

front-end in [3] has been fabricated in 0.13µm Bi-CMOS process. The Bi-CMOS process has its 

advantages over the conventional CMOS process, but it is costly and consumes large power. Although 

the receiver implemented in this work shows a high gain of 52dB and a good IIP3 of -2.7 to -4.5dBm, 

it consumes a large power amounting to 88mw. 

This paper describes designing and simulating of an optimized UWB receiver front end for 

narrowband and wideband jammers. Section 2 describes the receiver architecture. Specifications for 

the receiver are given in Section 3. Section 4 covers designing the LNA, mixer and BPF. The 

simulation results are discussed in Section 5, followed by a conclusion in Section 6. 

2. RECEIVER ARCHITECTURE

Typical receiver architectures are direct-conversion receivers and heterodyne receivers. Direct 

conversion receivers are popular due to their simple architecture, low cost and high integrity. 

However, they have a problem of DC offset as well as sensitivity to narrowband jammers. Second-

order distortion in base band can be another problem of direct-conversion receivers. Due to all these 

problems, there is a degradation of SNR in such receivers. Heterodyne receivers are less sensitive to 

second-order distortion and hence to SNR, but can possess various other problems like power 

consumption and image rejection. Image reject filter or image reject mixer is used for removing the 

image, but designing such mixer is a challenge. It requires an accurate quadrature local oscillator over 

a wide fractional bandwidth. In addition, it consumes significant power compared to traditional mixer. 

After considering the various pros and cons of direct-conversion and heterodyne receiver 

architectures, a new technique is proposed as an alternative to classical heterodyne receivers. In this 

proposed receiver architecture shown in Figure 2(a), the problem of image rejection is avoided by 

selecting an IF of 2.64GHz, so that all images fall below 2.64GHz. Therefore, an additional band pass 

filter with lower cut-off frequency of around 2.64GHz is used externally at input to remove all images 

as depicted in the frequency plan for the proposed receiver in Figure 2(b). Although wideband 

receivers normally use the wideband LO, the solid LO with wide IF has been selected to customize 

this heterodyne receiver, so that all the images fall below 2.64GHz as explained. Such UWB receivers 

find application in digital cameras and portable music players which frequently require data transfer of 

the order of a few gigabytes. 

2.1 Design Methodology 

The prime objective of this research is the optimization of performance parameters of UWB receiver 

front end. The performance parameters include receiver gain, noise figure, IIP3 and power dissipation. 

A comprehensive review of recently published works reveals that most researchers used the direct-

conversion receiver due to its simplicity in addition to that it is, easy to design and requires less area 

due to on-chip components.   

Figure 2(a). Proposed receiver architecture. Figure 2(b). Frequency plan for the proposed receiver. 

The study also reveals that most authors avoided the use of on-chip inductors as they require more 

area and have a poor quality factor. The main research gap in these previously published works is that 

nearly all works were concentrated on reducing area while giving least attention to optimizing 

performance parameters, which is at most important, particularly at ultra-wide bandwidths. Some 
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papers have suggested the use of active inductors as an inductorless design to reduce the area. But, 

active inductors degrade the noise performance of receivers. 

This paper tried to fill this research gap of optimizing performance parameters like gain, NF, IIP3 and 

power dissipation while giving less attention at area. The novelty of this work is that in this paper, a 

customized heterodyne receiver without image reject filter is designed without compromising on 

advantages of conventional heterodyne receivers as discussed above. The design methodology used in 

this work is based on the two well-known Frii’s formulae [4]-[5] given by Equation 1 and Equation2 

for cascaded blocks.  

NF = NF1 +
NF2 − 1

G1
+

NF3 − 1

G1G2
+ ⋯  (1) 

IIP3 =
1

1
IIP31

+
G1

IIP32
+

G1G2
IIP33

+ ⋯ +
G1 … Gn

IIP3n

 (2) 

Here, Equation 1 is for the overall NF of cascaded stages and Equation 2 is for the overall IIP3 of 

cascaded stages. From these equations, it is clear that the overall noise figure is dominated by the 

LNA, whereas the overall IIP3 is dominated by the mixer. Thus, there is a trade-off between noise 

figure and IIP3 which can be optimized by selecting their respective gain. Since this is an ultra 

wideband design, further optimization can be achieved by appropriately selecting the topology of LNA 

and mixer at the circuit level. In this design, differential inductively degenerated common source low-

noise amplifier is selected to achieve input matching and low noise and to eliminate active balun. 

Similarly, a folded Gilbert mixer with load inductors is selected to achieve high IIP3 and low power.  

3. RECEIVER SPECIFICATIONS

3.1 Receiver Linearity 

As discussed in Section 2, UWB heterodyne receivers are sensitive to narrowband jammers, which in 

turn degrades the SNR of the receiver. In-band interferers include WiMAX and WiFi devices. In 

addition to these in-band interferers, a wideband jammer from another transmitting UWB system will 

produce cross-modulation distortion. UWB transmitter transmits an average power of -10.3dBm. If it 

is assumed that there is a noise figure of 8dB and an overall gain of 18dB for the LNA and mixer, then 

to overcome the cross-modulation distortion, the linearity; i.e., IIP3 of the receiver needs to be -8dBm 

to maintain the link margin of the receiver. Hence, the receiver was designed for an IIP3 of -8dBm. 

3.2 Receiver Gain and Noise Figure 

It is well known that there is a trade-off between gain and noise figure of the receiver. Generally, it is 

advantageous to provide a large gain in the receiver front-end, but this will increase the power 

consumption and degrade the linearity (IIP3). As the receiver consists of LNA and mixer, maximum 

gain will be provided by the LNA to ease the noise figure requirement on the mixer. Hence, the goal 

will be to keep front-end gain between 15 dB and 20dB.   

4. LNA - MIXER DESIGN AND ANALYSIS

4.1 UWB LNA Design 

Selecting the proper topology for the LNA, satisfying the specifications is a challenging task [6]-[7]. 

There are predominantly three topologies for wideband LNA design. These are: (1) Resistive shunt 

feedback amplifiers with input and output matching (2) Inductively degenerated common-source 

amplifier with LC input and output matching (3) Distributed amplifiers. In resistive feedback 

amplifiers, input matching is achieved by means of resistive termination. This gives a good matching, 

but the overall noise figure degrades. The power consumption of such circuits is also large. The 

distributed amplifiers are bulky, consume a large area and are power hungry.  

Figure 3 depicts the schematic of the proposed ultra-wideband LNA. The differential configuration is 

used, which filters out the second-order harmonics and is suitable for a balanced mixer, which is also 

differential. This reduces the intermediate balun for converting the single ended output of the LNA 
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into a differential signal for the mixer. LNA uses an inductively degenerated common-source 

technique widely used in narrow-band designs with multisection reactive network, so that the overall 

input reactance is resonated over a wider bandwidth. As shown in Fig. (3), inductor Lp1 and capacitor 

Cp1 provide wide-band matching. Thus, a wideband input matching is achieved along with a good 

noise performance. To increase the flexibility in achieving perfect match, an inductor (Lg1) is placed 

in series with the gate of MOS transistor (M1) and a capacitor (Ct1) is also placed between the gate 

and the source of MOS transistor (M1). Here, the cascode configuration of MOS transistors M1 and 

M2 provides better reverse isolation (S12). It also improves the frequency response of the amplifier. 

MOS transistor M3 is used in source-follower configuration for buffering and to drive external load. 

Since differential configuration is used, the other half of the circuit is replicated. The main reason for 

using differential configuration for the LNA is to avoid the use of balun, which is bulky and may 

degrade the performance of the LNA. 

Figure 4. Section of LNA input network for

Figure 3. Proposed Ultra-Wideband LNA.  impedance calculations. 

4.1.1 Input-matching Analysis 

Like in narrowband design, the reactive part of input impedance is resonated using two-section pass-

band filter structure over the whole band from 3.1 to 8 GHz. Figure 4 depicts the section of LNA input 

network for input impedance calculations. As can be seen in Figure 4, the input impedance can easily 

be derived as given by Equation 3.  

𝑍𝑖𝑛(𝑠) =
1

𝑠(𝐶𝑔𝑠 + 𝐶𝑝)
+ 𝑠(𝐿𝑠 + 𝐿𝑔) + 𝜔𝑇𝐿𝑠 

 =
𝑠2(𝐿𝑠 + 𝐿𝑔)(𝐶𝑔𝑠 + 𝐶𝑝) + 𝑠𝜔𝑇𝐿𝑠(𝐶𝑔𝑠 + 𝐶𝑝) + 1

𝑠(𝐶𝑔𝑠 + 𝐶𝑝)
 (3) 

where 𝜔𝑇 =
𝑔𝑚

(𝐶𝑔𝑠+𝐶𝑝)
=

𝑔𝑚

𝐶𝑡
. The real part of 𝑍𝑖𝑛 is chosen to be equal to the source resistance; that

is, 𝜔𝑇𝐿𝑠 = 𝑅𝑠. The gate-to-drain capacitance 𝐶𝑔𝑑 of MOS transistor M1 plays an important role in

the resonance of the input circuit of the LNA. 𝐶𝑔𝑑 introduces one series resonance and one parallel

resonance. The series resonance occurs between 𝐿𝑔 and the parallel combination of 𝐿𝑠 and 𝐶𝑔𝑑. On

the other hand, parallel resonance occurs between 𝐿𝑠 and 𝐶𝑔𝑑.

4.1.2 LNA Gain Analysis 

To obtain the equation for the gain of the LNA, let us consider the transfer function of the filter section 

to be H(s). Hence, the input impedance is  
𝑅𝑠

𝐻(𝑠)
. Now, consider the current flowing into MOS transistor 

M1, which is, 𝑣𝑖𝑛 (
𝑅𝑠

𝐻(𝑠)
). As we know, MOS transistor M1 acts as a current amplifier at high 

frequency with a current gain of 𝛽(𝑠) =
𝑔𝑚

𝑠𝐶𝑡
. Hence, the output current considering cascade stage is 

𝑣𝑖𝑛𝐻(𝑠)𝑔𝑚

(𝑠𝐶𝑡𝑅𝑠)
. Now, considering the load which is shunt peaking, the overall gain of the LNA can be 

obtained as given by Equation 4. 
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𝑣𝑜𝑢𝑡

𝑣𝑖𝑛
= −

𝑔𝑚𝐻(𝑠)

𝑠𝐶𝑡𝑅𝑠

𝑅𝐿 (1 +
𝑠𝐿𝐿
𝑅𝐿

)

1 + 𝑠𝑅𝐿𝐶𝑜𝑢𝑡 + 𝑠2𝐿𝐿𝐶𝑜𝑢𝑡
 (4) 

where 𝑅𝐿 is the load resistance, 𝐿𝐿 is the load inductance and 𝐶𝑜𝑢𝑡 is the total capacitance between the

drain of MOS transistor M2 and ground. 

4.1.3 LNA Noise Analysis 

There are mainly two noise contributors in the proposed LNA. The first is the input network and the 

other is the noise of MOS transistor M1. Quality factor Q of the inductors in the input network decides 

the noise contribution from this network. The higher the quality factor Q for a given inductance value, 

the lower will be the noise. The noise cancellation techniques suggested in [8] can also be used for 

improving the noise performance of the LNA. Noise from MOS transistor M1 is due to drain current 

noise ind and gate-induced noise ing. Drain current noise is due to thermal agitation of carriers in the 

channel; while gate-induced noise is due to coupling of fluctuating channel charge into gate terminal. 

Noise due to both drain and gate is given by Equation 5 and Equation 6, respectively. 

 𝑖𝑛𝑑 = 4𝑘𝑇𝛾𝑔𝑑𝑜  (5) 

 𝑖𝑛𝑔 = 4𝑘𝑇𝛿
𝜔2𝐶𝑔𝑠

2

5𝑔𝑑𝑜
 (6) 

where 𝛾 and 𝛿 are the noise parameters and 𝑔𝑑𝑜 is the conductance for VDS=0. There exists a

correlation between drain current noise and gate noise. The correlation coefficient is represented by c 

and is ≈ 𝑗0.4. By using classical noise optimization theory, the noise figure of the proposed UWB 

LNA can be derived as given by Equation 7. 

 𝐹 = 1 +
𝑃

𝑔𝑚𝑅𝑠

𝛾

𝛼
 (7) 

where 

𝑃 =
𝑝2𝛼2𝜒2(1 − |𝑐2|)

1 + 2|𝑐|𝑝𝛼𝜒 + 𝑝2𝛼2𝜒2
+ 𝜔2𝐶𝑡

2𝑅𝑠
2(1 + 2|𝑐|𝑝𝛼𝜒 + 𝑝2𝛼2𝜒2

where  𝑃 =
𝐶𝑔𝑠

𝐶𝑡
⁄  ,  𝜒 = √𝛿

(5𝛾)⁄  ,  𝛼 =
𝑔𝑚

𝑔𝑑𝑜
⁄

Equation (5) gives the noise in the LNA due to MOS transistor M1, which is the main noise 

contributor. However, noise figure can be worse due to noise contributions from cascade MOS 

transistor M2 and output buffer MOS transistor M3. Considering noise and gain match along with the 

input match, the aspect ratio values of devices and values of input network components are given 

below in Table 1 and Table 2, respectively. 

Table 1. Sizes of MOS devices.     Table 2. Values of components.         

4.2 UWB Mixer Design 

Down-conversion mixer is an important block in the UWB receiver. Like in the LNA, selecting a 

suitable down-conversion mixer for UWB range is a challenging task. Linearity of the UWB mixer 

decides the dynamic range of the receiver front end [9]-[10]. The linearity of the receiver is dominated 

by the mixer circuit. Many techniques have been suggested in literature for improving the linearity 

(IIP3) of the mixer. In [11], the third-order intermodulation (IM3) cancellation technique has been 

suggested for improving the IIP3 of mixer. Hence, UWB mixer should have good linearity, low noise 

and minimum power consumption. Various architectures for down-conversion mixers have been 

studied. Folded Gilbert mixer proposed in this paper satisfies the linearity, conversion gain and noise 

figure. It also consumes much less power due to its folded architecture. 

No. Component Values No. Component Values 

1. Inductance Lp 2.5nH 5. Capacitance Ct 100pF 

2. Capacitance Cp 340fF 6. Load Inductance LL 2.85nH 

3. Gate Inductance Lg 1.65nH 7. Load Resistance RL 110Ω 

4. Source Induct. Ls 720pH 

No. Device Size 

1. MOS M1 and M4 280µm 

2. MOS M2 and M5 60µm 

3. MOS M3 and M6 100µm 
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Figure 5 depicts the schematic diagram of the proposed UWB down-conversion folded Gilbert mixer 

used in the receiver front end. The differential pair of NMOS transistors M1 and M2 forms the trans-

conductance stage. PMOS transistors M3 through M6 are used in the LO stage, which is folded with 

respect to the trans-conductance stage. The output AC current from the trans-conductance stage should 

flow into the LO switches of PMOS transistors M3-M6. This can be achieved by using inductors L1 

and L2 to provide high impedance. The folded architecture is preferred, as it significantly reduces 

power dissipation. NMOS Mb1 and Mb2 are used to provide biasing to the trans-conductance stage. 

The aspect ratio values of devices and values of components are provided in Table 3 and Table 4, 

respectively.  

       Table 3. Sizes of MOS transistors.     Table 4. Values of components. 

Sr. No. Device Size 

1. NMOS M1 and M2 50µm 

2. PMOS M3 – M6 100µm 

3. NMOS M0 240µm 

4.3 Band Pass Filter Design 

An IF band pass filter has been designed to minimize the linearity requirements on the whole receiver 

chain and to eliminate the need for an external IF filter. Although on-chip BPF is not essential, it has 

been designed, as there may be multiple UWB transceivers operating in its vicinity, which may cause 

the problem of channel selection. There were two alternatives for filter selection; one is the active 

filter and the other is the passive filter. Active filters have traditional advantages of less area and 

excellent tuning over a wide range. But, they suffer from the main drawback of poor noise 

performance due to active components like MOS transistors. The noise performance is critical 

particularly at high frequency and wide bandwidth. The main objective of this research is to optimize 

the performance over cost (area). The passive filter has been selected. A traditional third-order 

Chebyshev band pass filter as depicted in Figure 6 has been designed. 

 Figure 5. Proposed UWB folded Gilbert mixer.    Figure 6. A typical LC band pass filter. 

The filter with an IF center frequency of 2.64 GHz and a bandwidth of 528MHz was designed. This 

band pass filter improves the gain compression and intermodulation distortion of the IF 

downconverter. Table 5 gives the component values of the band pass filter. 

Table 5. Values of components. 

Sr. No Components Values 

1. LF1 and LF3 520pH 

2. LF2 2.5nH 

3. CF1 and CF3 340fF 

4. CF2 720pF 

Sr. No. Components Values 

1. Inductors L1 and L2 5.5nH 

2. Bias Resistors Rb 440Ω 
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5. RESULTS AND DISCUSSION

The UWB receiver which consists of an LNA, a mixer and an IF band pass filter, is designed and 

simulated in 1P6M UMC 180nm CMOS technology. The complete schematic of the proposed UWB 

receiver is shown in Figure 7 and its layout in 1P6M UMC 180nm CMOS process is shown in Figure 

8. The receiver occupies an active area of 2.55mm2. As the proposed design contains a large number

of on-chip inductors instead of active inductors, all of its performance parameters are optimized 

instead of area, which was the main objective of this research. In this section, schematic and post-

layout simulation results of the LNA and the mixer are presented and discussed first, followed by 

receiver results. The heterodyne receiver is formed by directly connecting the output of the LNA to the 

mixer stage without any inter-stage matching for maximum voltage gain.   

Figure 7. Complete schematic of the proposed UWB receiver front end. 

Figure 8. Layout of the proposed UWB receiver front-end. 

5.1 LNA and Mixer Results 

The post-layout simulated result of the UWB LNA gives excellent input matching (S11) of lower than 

-10dB over the entire range of 3.1 to 8GHz, whereas the gain (S21) of the LNA is from a minimum of 

12.6dB to a maximum of 19.5dB, as shown in Figure 9. The fall of gain by 3dB is compared to 

schematic results. The fall in gain is due to parasitics generated while extracting the of layout. The 

LNA also shows a good noise figure of 5.1dB to 7.32dB over the entire range of interest, as shown in 

Figure 10. The noise figure also degrades by ±1dB due to parasitics of layout. 

The schematic and post-layout simulation results depicted in Figure 11 show excellent reverse 

isolation (S12) of -66.8dB and -58.1dB, respectively, due to the cascode architecture used, which is 
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primarily used for improving isolation. The output matching (S22) as depicted in Figure 11 is also 

below -10dB in both schematic and post-layout simulation results. The LNA consumes 10.5mA at a 

supply voltage of 1.8V. 

Figure 9. Simulated S11 and S21 of the LNA.      Figure 10. Simulated noise figure of the LNA. 

         Figure 11. Simulated S12 and S22 of LNA.      

Figure 12 shows the conversion gain (CG) and noise figure (NF) plot of the folded Gilbert mixer. The 

mixer has a schematic CG of 11.48dB to 14.68dB and a post-layout simulation CG of 10.78dB to  

 Figure 12. Simulated CG and NF of the mixer.           Figure 13. Simulated IIP3 of the mixer.        

Figure 14. Simulation for IIP3 of the mixer at 4GHz.    Figure 15. Mixer isolation vs RF frequency. 



202 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 08, No. 02, June 2022. 

13.45dB over the entire band of 3.1 GHz to 8.1GHz. The mixer shows an NF of 6.8dB to 10.7dB for 

schematic simulation and an NF of 7.2dB to 10.6dB for post-layout simulation over the entire band of 

interest, which is acceptable when used with LNA in the receiver. Figure 13 depicts the IIP3 which is 

a measure of linearity of the mixer as a function of RF frequency. It shows excellent linearity of 

+2.5dBm to +5.5dBm in schematic simulation and slightly degraded linearity of +0.32 to +3.8dB in 

post-layout simulation. Figure 14 depicts the main signal power and third-order intermodulation power 

as function of the RF input power. The two-tone test is performed to calculate the IIP3 at a particular 

RF frequency. The two signals are fed to the RF input port, one at 4GHz and the other at 4.001GHz. 

The LO signal has a frequency of 3.9505GHz and a power level of -5dBm. The proposed folded 

Gilbert mixer exhibited an input third-order intercept point (IIP3) of +4dBm at an RF frequency of 

4GHz. This result has been confirmed in Figure 13 as well. The port-to-port isolations of the proposed 

mixer were simulated and are presented in Figure 15. The port-to-port isolation represents the amount 

of leakage between the mixer ports. It is found that the mixer has an RF-LO isolation of better than 

25dB, an LO-IF isolation of better than 20dB and an RF-IF isolation of better than 22dB. Due to 

folded architecture used in the mixer, it consumes only 7mA from a 1.8V supply. 

5.2 Receiver Results 

The UWB heterodyne receiver is implemented with the LNA, mixer and IF band pass filter as 

discussed in Section 2 with external LO signal. Due to differential architecture of the LNA, its output 

is directly connected to the mixer. The schematic simulation and post-layout simulation results of the 

complete receiver are presented. The receiver when simulated shows that the gain varies from 18.2dB 

in Band 1 (3.1GHz) to 22.8dB in Band 5 (5.5GHz) and is 19.6dB in Band 8 (7.1GHz), as shown in 

Figure 16. Similarly, the post-layout simulation results show that the gain varies from 15.4dB in Band 

1 (3.1GHz) to 19.8dB in Band 5 (5.5GHz) and is 18.1dB in Band 8 (7.1GHz). The drop in the gain in 

the post-layout simulation is less than 1% to 2% and is well within the targeted specifications. This 

variation in the gain is not significant due to the variation of received signal strength over the 

frequency range [19]. It is found that the receiver gain drops by approximately 2dB at each band edge. 

But this drop in the gain has a negligible effect because the ten carriers at the band edge are guard 

carriers [1]. The receiver input matching (S11) is depicted in Figure 16 for schematic simulation and 

post-layout simulation. For schematic simulation, it is better than -10dB, whereas for post-layout 

simulation, S11 is better than -9.2dB over the entire range of 3.1GHz to 8.1GHz, as shown in Figure 

16. Figure 17 depicts the IIP3 versus RF frequency of the receiver for both schematic and posts-layout

simulations results. The IIP3 varies between -5.1dBm and -2.2dBm for schematic simulation and 

varies between -6.3dBm and -2.9dBm for post-layout simulation. This IIP3 is excellent for the UWB 

receiver to overcome cross-modulation distortions. The NF varies between 4.1dB and 7.1dB for 

schematic simulation as depicted in Figure 18. Figure 18 also depicts the post-layout simulation result 

for NF, which varies between 4.8dB and 8.92dB. The degradation in NF is due to parasitics in the 

post-layout extracted. This variation, which is acceptable, is due to variation of gain of the LNA. The 

receiver also has an excellent reverse isolation (S12) of -42dB to -59dB for schematic simulation and -

32.1db to -54.2dB for post-layout simulation. The UWB receiver consumes 17.5mA at a supply 

voltage of 1.8V.  

Figure 16. Receiver gain and S11.  Figure 17. Receiver IIP3 versus RF frequency. 

Table 6 summarizes the post layout simulated performance parameters of the proposed UWB 

heterodyne CMOS receiver front end and comparisons with recently published similar work are also 

listed. It can be seen that the proposed receiver has optimized performance parameters. The 

comparative study further reveals that although the area of 2.55mm2 is comparatively large due to full 
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integration including all inductors, the performance parameters can still be optimized. Further work 

can be carried out in deep-submicron technology node like 65nm or better to further reduce the active 

die area. The transmitter for the UWB [20] can also be implemented in future work so that a complete 

transceiver can be fully integrated for UWB applications. 

Figure 18. Receiver NF versus RF frequency.  Figure 19. Receiver S12 versus RF frequency.

Table 6. Performance comparison with recent works. 

This Work [12] [13] [14] [15] [16] [17] [18] 

Tech. 180nm 180nm 180nm 180nm 180nm 180nm 180nm 180nm 

BW (GHz) 3.1 - 8.1 3 - 11 7.1 – 8.1 3.1 –10.6 3.1–10.6 1-6 4-10 3.1-10.6 

Gain (dB) 15.2-19.8 22.8-25.8 22- 42 29 19.5-23.3 23-25 18-32 73.5 

NF (dB) 4.8-8.9 4.9- 6.9 4.7 4-5.1 5.2- 9.1 2.2-2.8 3-6 8.4 

IIP3 (dBm) -6.3  to -2.9 -26 NA -14 -10.4 -5.2 to -3.5 -6 NA 

Area (mm2) 2.55 1.04 1.43 NA NA 3.24 2.88 3.3 

Pdc (mW) 31.5 39.2 65 31.5 42 18 23 88.74 

6. CONCLUSION

A 3.1GHZ – 8.1GHz CMOS UWB heterodyne receiver front end is proposed, simulated and analyzed 

in this paper. The proposed receiver architecture consists of a UWB LNA, a down-conversion UWB 

folded Gilbert mixer and an IF band pass filter. Designed and simulated in 1P6M UMC 180nm CMOS 

technology, the proposed receiver has optimized performance parameters as: NF of 4.8-8.9dB, gain 

(S21) of 15.2-19.8dB, IIP3 of -6.3dBm to -2.9dBm, consuming 17.5mA from a 1.8V supply and 

occupying an area of 2.55mm2. Future research is required to design and fully integrate UWB trans-

receiver for various applications. 
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 ملخص البحث:

و ؤ ثلررررررم  ل ن   ررررررد ناتررررررتق د تررررررر      ا  مهمررررررم  رررررر   تقترررررررق  نهايررررررم ةً مررررررم       ررررررم    ت ررررررر   

 UMC 180nm IP6Mعرررررررط  نا ترررررر ب  نت ررررررر   ي ل سررررررت     تقا ررررررم سرررررر   رررررره   

CMOS   و نجرررررررر مر ل نرررررررر ار  ر  نانا امررررررررم  نًتر و ما ررررررررم  ناتررررررررت   م  رررررررر   رررررررر    نناررررررررد .)

ررررري علررررر   نررررر  ا   نات   لرررررم. ومتررررر ن  ررررر   ن  ررررر    ناجام قتررررررق  ررررر   ناترررررتق مد  نا تترررررت     ررررر لخ ةل ا

ررررررج ة بي  ر لررررررد  تن ي ررررررم  ه ررررررهنم لرررررراا   ناا رررررري  نا ررررررتر      ررررررر تم خررررررل   ررررررا م  نا 

 CS و تر لتررررررم لث  رررررر  ل و رررررر لخ ت همررررررد  نرررررر   سررررررمد  تررررررهي  رررررر   رررررره   ل ررررررر . ومناررررررد )

رررررررا         رررررررج ة علررررررر  اندررررررر    سرررررررت     لررررررر نهر  ن ررررررر     ت م  نا   رررررررر  نتم خرررررررل   رررررررا م  نا 

رررررج ةل ل ااررررر  تنارررررد  ن انا امرررررم  ناتهمرررررم علررررر  تقل رررررد  سرررررتً   نت  يرررررم ل ناتررررر م  ناتنل ررررر  ل نا 

رررر   هنت ررررم  قرررر  ا   رررر   نلا   ررررر. ررررا ف  ر   نا   ررررر نلرررر   اتا ويرررر  ل اررررا ةترررر  ة  نا  ارررر   لنرررر   نتُ 

ةقتررررررررم تقرررررررر  ي (  مترررررررر  دل و8.9( و 4.8ايررررررررف خررررررررج ة لرررررررر    (  مترررررررر  دل و19.8( و 15.2 

(31.5  ررررررر  رررررر   قرررررر  ا   اارررررر  متررررررتًل   نا  .dBm( 2.9-( و 6.3-( لرررررر    IIP3 رررررر  د  

ررررر ا   ع تررررر  1.8  لررررر  و    ررررر   ُررررر اه بي  هنت رررررم يررررر ا     (  هنرررررا. اررررر ن  ماتلررررر   نا   رررررر عل

(  مترررررررر  د لترررررررر    نترا رررررررر   نتنرررررررر ي  ل وم تررررررررد  ترررررررر لم 59-( و  42-( لرررررررر    S12  رررررررر     

.2 لف 2.55ي ا   
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ABSTRACT 

Sparsity is a serious problem of collaborative filtering (CF) that has a considerable effect on recommendation 

quality.  Contextual information is introduced in traditional recommendation systems besides users’ and items’ 

information to overcome this problem. Several research works proved that incorporating contextual information 

may increase sparse data. For this, data-mining techniques are among the most effective solutions that have been 

used in context-aware recommendation systems to handle the sparsity problem. This paper proposes the 

combination of a new context-user-based similarity collaborative filtering recommendation technique with data 

mining techniques, as a solution to this problem and develops a novel recommendation system: Rule-based 

Context-aware Recommender System (R_CARS). R_CARS is experimented introducing four rule-based 

algorithms: JRip, PART, J48 and RandomForest, on four different datasets: DePaulMovie, InCarMusic, 

Restaurant and LDOS_CoMoDa and compared with the state-of-the-art models. The results of the experiment 

show that weighting the rating-based similarity with context and combining it with a rule-based technique can 

overcome the sparsity problem and significantly improve the accuracy of recommendation compared to the state-

of-the-art models. 
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1. INTRODUCTION

Recommendation systems (RSs) are considered as the most effective solution to the problem of 

information overload in online systems [1]. RSs use information on users and items for providing 

recommendations to the target user. Three main approaches are used by this kind of system [2]-[3]:  

- Content-based filtering generates recommendations to a user with regard to his/her preferences in the 

past.  

- Collaborative filtering models are built from collected user-item interactions. By analyzing behavioural 

patterns across the whole user base, the recommendations are based on extracting interactions 

similarities among users, items or both.  

- Hybrid recommender systems combine various methods, exploiting the benefits of each one.  

Recent research indicated that users’ preferences change according to the context [4]. For example, a 

user may choose a different kind of movie if he or she is going to watch the movie at home rather than 

at the cinema. Therefore, contextual factors are introduced to alleviate some traditional RS issues, 

especially sparsity [5] and consequently enhance the recommendation accuracy. In fact, incorporating 

contextual information may not alleviate the sparsity problem, but may reduce its effect by reducing 

sparse data, because “ it is not guaranteed, under the same contextual situation, that users rate all the 

items” [6]. For this, several approaches are suggested to face sparsity problems in context-aware 

recommendation systems (CARSs): selection of influential contextual attributes [6], similarity-based 

collaborative filtering [7], data-mining techniques: sequencing patterns, classification, association, 

regression, Computational Intelligence (CI) techniques, …etc. [8]-[13]. 

There are three main techniques used to develop a context-aware recommendation system according to 

the step where the contextual information is integrated [14]: pre-filtering, post-filtering and contextual 

modeling. In the pre-filtering technique [15] (Figure 1 (a)), R represents users’ ratings, C represents 

contextual information and contextual information is used as input data with ratings to generate 

recommendations; i.e., irrelevant ratings are filtered out using contexts. Afterward, the recommendation 

model is built using classic recommendation approaches. Post-filtering (Figure 1 (b)) [16], one of the 
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classic recommendation models, is used to predict ratings. Afterward, contextual data is used to adjust 

the predicted ratings. Contextual modeling technique (Figure 1 (c)) [17] incorporates contextual 

information in the ranking function to calculate predictions.  

The contributions of this paper are to; 

- Design a pre-filtering context-aware recommender system framework: Rule-based Context-aware 

Recommender System (R_CARS), that is based on context-user-based similarity collaborative filtering 

and a rule-based technique. The rating-based similarity is weighted using context-based similarity.   

- Alleviate data sparsity using a rule-based approach with a context-based similarity technique.  

- For comparative raisons, an experiment is conducted with the most popular classifiers: ZeroR, OneR, 

REPTree, RandomTree, JRip, PART, J48 and RandomForest. The four last classifiers are selected based 

on their performance in term of accuracy to be presented in this paper. The proposed model is compared 

with the state-of-the-art models. 

The first section gives an overview of recommendation systems and research aims. Section two presents 

related work, whereas section three details the proposed approach. Section four presents the experiment 

results. Section five concludes this paper. 

2. RELATED WORK

Context-awareness in recommendation systems is a novel research domain that attracted researchers in 

the last decade [18]-[19]. In real life, the users' choices may vary from one situation to another; for 

example, time, companion and location are important factors that users may take into account when 

selecting a movie [20]. The user’s activity (e.g. driving) or emotional attributes (e.g. mood) may affect 

his/her choice when listening to music [21]. Location, time, type of food served, price of the meal…, 

might be important factors that should be involved in recommending services (hotels, restaurants, 

…etc.) to tourists [22].

This paper focuses on research works that exploit context-similarity and/or rule-based approaches to 

predict ratings. To face the sparsity and cold start problems, a recommendation algorithm (called TCAR) 

that uses association rule mining and an improved overlapping community detection method is proposed 

in [23]. Time-weighted similarity between users is computed to detect overlapping communities. 

Association rule mining is employed to model users’ drifts over time. However, this method takes into 

consideration only a single context attribute. [24] suggests a rule-based recommendation method to 

predict ratings. To reduce sparse data, this method aims to reduce the number of context features; i.e., 

construct low-dimensional latent contexts. [25] proposes a context similarity measure within a multi-

criteria collaborative recommendation approach for service recommendation. To prevent sparsity, 

ratings are used within similar contexts. A ranking-based recommendation algorithm (called SLIM for 

Sparse Linear Method) is combined with context similarity in [26] to handle the sparsity problem. A 

context-aware location recommendation for groups based on the random walk (CLGRW) algorithm is 

proposed in [27]. Time and weather conditions are also introduced. This approach exploits content 

similarity and location popularity to reduce sparse data and improve the performance of 

recommendation. A context-aware collaborative filtering and a knowledge-based approach are 

combined in [28] to construct a context-aware recommender system for an m-tourism application. This 

recommendation model provides to a tourist, using a personal mobile device, recommendations on 

attractions, restaurants, hotels and transportation with regard to a current situation and its profile. [29] 

proposes a context-aware recommendation approach that uses a combination of novel graph-based 

similarity with nearest neighbor methods to face the negative effect of sparsity. [4] proposes a novel 

recommender system, called RSTRC (Recommender System based on Temporal Reliable and 

Confidence measures), incorporating time factor into reliable and confidence measures. A probabilistic 

approach is used to evaluate the effectiveness of users’ rating profiles and an enrichment mechanism is 

applied to deal with the sparsity problem by making a denser user-item rating matrix. A temporal 

similarity measure is used to compute the similarity values of users. [30] proposes two models: CUBCF 

(Context-similarity User-based Collaborative Filtering recommender model) and CIBCF (Context-

similarity Item-based Collaborative Filtering recommender model), using a context-similarity 

collaborative filtering approach that is exploited to alleviate the sparsity problem of CF models and 

increase their efficiency. CUBCF is based on user-based collaborative filtering. Split techniques are 

used to compute the rating-based similarity and chi square kernel is used to compute context-based 
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similarity. Then, the similarity among users is computed using rating-based and the context-based 

similarity. In the final step, CUBCF recommends to the active user items with the highest similarity 

value. CIBCF is based on item-based collaborative filtering. Split techniques are used to compute rating-

based similarity and chi square kernel is used to compute context-based similarity. Then, the similarity 

among items is computed using rating-based and context-based similarity. In the final step, CIBCF 

recommends items with the highest similarity value. [31] proposes a CARS scheme: CACF (Context-

aware Collaborative Filtering) that is based on pre-filtering and post-filtering paradigms with context-

weighting approach using Real-coded Genetic Algorithm (RCGA). Further, an Effective Missing Value 

Prediction (EMPV) algorithm [32] is adopted to handle the sparsity problem. In [33], a non-dominated 

user neighborhood concept is introduced into DCM (Differential Context Modeling) approaches [34] to 

develop a CARS framework: ND-DCM (Non-dominated Differential Context Modeling). The non-

dominated user neighborhood calculates user-user similarities from multiple dimensions; i.e., the 

selected similar users have higher similarities with the target user than others from multiple perspectives 

(e.g. ratings, demographic information, social relationships, …etc.). The DCM approach proposes two 

context aware recommendation models based on UBCF (User-based Collaborative Filtering): 

Differential Context Relaxation (DCR) and Differential Context Weighting (DCW). To alleviate the 

sparsity issue, DCR exploits the optimal-context matching on the rating profiles, while DCW utilizes a 

weighted context similarity. ND-DCM proposes four approaches: ND-DCR (Non-dominated 

Differential Context Relaxation), NDs-DCR, ND-DCW (Non-dominated Differential Context 

Weighting) and NDs-DCW. ND-DCR and ND-DCW measure, respectively, user-user similarities and 

weighted user similarities based on two matrices: user-item rating matrix (UI) and user-condition rating 

matrix (UC). NDs-DCR and NDs-DCW measure user similarities based on single rating matrix (UC) 

with conditions associated with all the selected context dimensions.  

Almost all the above mentioned methods are specialized in a specific domain (movies, music, tourism, 

…etc.), using specific contextual attributes, except CUBCF and the model proposed in [29] which could

be applied in any domain. Thus, all the state-of-the-art methods, including these two last models, use 

splitting techniques to define the target user’s neighbors. In this work, similarity is computed in a more 

simple way; i.e., the similarity is calculated between the target user and all the other users. Then, the 

users are ordered according to the similarity values and the n first users are defined as the most similar 

users. Since the authors adopted a user-based approach, R_CARS is compared to the models: CUBCF, 

ND-DCR, NDs-DCR, ND-DCW and NDs-DCW. The main difference between R_CARS and the other 

models is that R_CARS adopts a rule-based approach to predict rating, while these models use only 

context similarity. The objective of this comparison is to illustrate the impact of using rule-based 

recommendation with a similarity-based collaborative approach on recommendation efficiency. 

3. RULE-BASED CONTEXT-AWARE RECOMMENDER MODEL (R_CARS)

In this section, the proposed recommendation model: rule-based context-aware recommender system 

(R_CARS), is detailed. R_CARS is built based on context-aware collaborative filtering recommendation 

and rule-based recommendation approach. First, the dataset is preprocessed. Second, R_CARS 

calculates similarities between the target user and the other users. Finally, the rule-based algorithm is 

applied on the similar users’ dataset in order to generate recommendations (Figure 2). 

Figure 1. Context-aware recommender models: (a) Pre-

filtering, (b) Post-filtering, (c) Contextual modeling. Figure 2. The R_CARS  model.
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3.1 System Model 

The system model used in this work is: 

- Let U={u0,u1,…un}, a set of users. 

- Let I ={i1,i2,…iw}, a set of items. 

- Ra={ra1,ra2,…ram} a set of m ratings given by user ua, with a set of k contextual attributes 

Ca={c0,c1,…cx}. Ra⊂R, R is the set of all ratings. 

- P={pa1, pa2,…paq} is a set of m predicted ratings to the target user a. 

- L={l1, l2,…lz} is a set of induction rules. 

3.2 Datasets 

In this paper, four real-world datasets are used:  DePaulMovie, TheCarMusic, LDOS_CoMoDa and 

Restaurant. 

- DePaulMovie [35]: This dataset contains 5043 ratings provided by 97 users on 319 films, based on 

three contextual attributes: time, companion and location (the rating scale 1-5).  

- InCarMusic [36] contains 4012 ratings provided by 43 users on 139 songs, based on eight contextual 

attributes: driving style, mood, landscape, …etc. (the rating scale 0-5). 

- Restaurant [37] is a public dataset that contains 50 subjects who gave ratings (the rating scale 1-5) to 

40 popular restaurants in Tijuana. There are 6 contexts in total which are the combinations of the original 

two contextual attributes: time and location. In the data, the contexts are represented by S1-S6:  S1 

(Weekday+school), S2 (Weekend+home), S3 (Weekday+work), S4 (Weekend+school), S5 

(Weekend+home), S6 (Weekend+work). 

-LDOS_CoMoDa [38] is a public dataset that contains 121 users who rated 1232 movies considering 12 

context dimensions (mood, weather, time, location, …etc.). The rating scale 1-5. 

3.3 Data Preprocessing 

Preprocessing data is the first step in machine learning. The data could contain errors or anomalies that 

may affect the analysis process, such as: null values, irrelevant features or attributes, inappropriate 

feature type …etc. Therefore, the data should be preprocessed before applying machine-learning 

algorithms: classification, regression, clustering, …etc. 

Unnecessary attributes are removed, which should not be involved in the recommendation process, such 

as user Id and item Id. Some other nominal feature types are converted into a string (applying the 

unsupervised filter: NominalToString) before similarity computing. After similarity computing, we 

reconvert them into nominal (applying the unsupervised filter: StringToNominal). Numeric attributes 

are also converted into nominal, in order to apply the predictive algorithms accurately (using Weka 

API). For example, time, location, landscape, driving style, rating…etc. In order to improve the 

prediction results, unsupervised discretization filter (Discretize) is used to descritize “rating” into three 

intervals (categories or classes). Each interval or class presents a rating category. Three categories are 

defined: the first category C1: [0-2,33] represents non-interesting items; i.e., items having low ratings, 

while the second category C2:[2,33-3,66] represents items rated with medium values and the third 

category C3:[3,66-5] represents interesting items (items rated with high values). 

3.4 Similarity Computing 

Almost all collaborative recommender systems use split techniques in order to define the target user’s 

similar users. These techniques split users into clusters, calculate the distance between the target user 

and each cluster and then assign the target user to the appropriate cluster. The proposed technique is 

different and simpler; similarity is computed between the target user and all the other users. Then, the 

users are ordered according to the similarity values and the n first users are defined as the most similar 

users. To give flexibility to the experiments, n is selected as 10:5:25 empirically. To calculate the 

similarity between two users, the authors propose the definition of similarity based on their ratings and 

similarity based on contextual attributes when these ratings are given. Each user’s profile is defined by 

a matrix with rows as items and columns as ratings and contextual attributes. Each row is composed of 

ratings and contextual values given on the correspondent item. The users’ ua and ub profiles are defined 
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as follows: 

ua = (

ra,1 c1a,1 c2a,1

ra,2 c1a,2 c2a,2

ra,m c1a,m c2a,m

  

cka,1

cka,2

cka,m

 )       (1) 

ub = (

rb,1 c1b,1 c2b,1

rb,2 c1b,2 c2b,2

rb,m c1b,m c2b,m

  

ckb,1

ckb,2

ckb,m

 )  (2) 

where ra,m is the rating given by a user ua on item im. The similarity between ua and ub  is calculated 

taking into account the items that are co-rated by ua and ub. For example, if ua and ub rated the items i1 

and i2, similarity is calculated based on the ratings and contextual values given by the two users on i1 

and i2. Here, all context attributes are converted from nominal into string for implementation raisons. 

‘Rating’ is still unchanged (numeric). Formula (3) is proposed to calculate similarity. 

sim(ua, ub) = ∑ (raj-rbj)
2

× (nbmat/nb)k
j=1       (3) 

where sim(ua, ub) calculates the similarity between ua and ub. To define ratings-based similarity between 

ua and ub, the sum of the squared differences of their ratings is calculated. raj is the rating value given by 

user ua on item j. rbj is the rating value given by user ub on item jє I. s is the number of items co-rated by 

users ua and ub. The second term calculates similarity based on contextual attributes. The context-based 

similarity between ua and ub is the ratio between the number of match contextual attributes values and 

the number of available contextual attribute values. nbmat is the number of common contextual attribute 

values related to items that have been co-rated by users ua and ub, whereas nb is the number of all 

contextual attribute values that user a (or user b) should give. Figure 3 shows how similarity between 

an active user u0 and the users: u1, u2 and u3 is computed.  

3.5 Rating Prediction 

The proposed recommender system is based on one of the data mining techniques: classification. Data 

mining, also called Knowledge Discovery in Databases (KDD) [39], is the process of discovering 

interesting information, previously unknown, in a large amount of data involving techniques from 

machine learning, statistics and database systems [40]. Classification, also called supervised learning, is 

a data-mining task that assigns items in a dataset to target categories or classes [41, 43]. The first step 

of classification is the model construction using the training set, which is divided into predefined classes. 

The model could be built as classification rules, decision trees or mathematical formulae. Model 

exploitation is the second step, in which new objects from the test dataset, which is independent of the 

training dataset, will be classified and then the results are compared to the previous step results in order 

to evaluate the model accuracy [43]. A rule-based classification refers to any classification scheme that 

makes use of “IF-THEN” rules to predict the class for new items. ZeroR, OneR, PART, JRip, DTNB, 

ConjunctiveRules, M5Rule, Prism [39]… are examples of rule-based classifiers. Decision trees 

represents a graph-based classification method that uses tree-like structure to make decisions. A tree is 

composed of: root node, internal nodes that represent conditions (applied on attributes) and leaf nodes, 

where leaf nodes' contents represent outcomes or classes. The path between the root node and one of the 

leaf nodes presents a rule. The rules in decision trees have the form: If (condition1) and (condition 2) 

and (condition3)…Then outcome [44]. J48, RandomForst, REPTree, RandomTree, NBTree, ADTree, 

DecisionStump, BFTree… are examples of decision trees.  

After identifying the similar users set, data preprocessing is necessary (converting string and numeric 

attributes into nominal). Then, R_CARS utilizes a classification algorithm to predict ratings (e.g. J48). 

Next, we explain how predictions are computed using J48. 

3.5.1 J48 Classifier 

J48 is an open-source Java implementation of the statistical classifier: C4.5 [45]. C4.5 generates a 

trimmed decision tree from a set of training data and in the same way, the ID3 algorithm does, by using 

the concept of information entropy. Entropy is a measure of the amount of uncertainty in the dataset D. 

Mathematical representation of entropy is:  
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𝐻(𝐷) =  ∑ −𝑝(𝑐𝑙𝑖)𝑙𝑜𝑔2𝑐𝑙𝑖∈𝐶𝐿 𝑝(𝑐𝑙𝑖) (4) 

- D is the current dataset for which entropy is being calculated.  

- CL is a set of classes in D.  

- p(cli) is the proportion  of the number of elements in class cli to the number of elements in set D. 

The entropy allows the computing of the information gain of each attribute. Information gain (a) tells 

us how much uncertainty in D was reduced after splitting set D on attribute a. Mathematical 

representation of information gain is:  

𝐼𝐺(𝑎, 𝐷) = 𝐻(𝐷) − ∑ 𝑝(𝑑𝑖
𝑣
𝑖=1 )𝐻(𝑑𝑖) (5) 

- di is the subset created from splitting set D by attribute a (D={d1,…,dv}).

- p(di) is the proportion of the number of elements in subset di to the number of elements in set D. 

- H(di) is the entropy of subset di. 

The J48 algorithm’s steps can be defined as follow: 

- First, select the attribute with the greatest information gain for the root node and create a new child 

node for each possible value.  

- Then, split the training set into child nodes (subsets).  

- Repeat recursively for each child node until getting pure subsets. 

3.5.2 J48 for Prediction Computing 

In this sub-section, we explain how predictions are calculated using an example from Restaurant Dataset 

(Figure 4).  This example presents the data provided by three similar users. The rating attribute is defined 

as the class attribute. After calculating the information gain of each attribute, the decision tree is built. 

Then, a set of rules are generated L. To make recommendation for an active user u0, it is necessary to 

go down the decision tree and apply the appropriate rule. We suppose that the active user u0 selects 

‘applebees’ restaurant under Context S2 (Weekend+home); so, the classifier will predict the rating 

category: C1, applying the rule l1.  

3.5.3 Alleviating Sparsity 

Each data-mining technique has its internal strategy to handle sparsity: Distribution-based Imputation 

(DBI), Unique Value Imputation (UVI), Predictive Value Imputation (PVI), …etc. [46]. For example, 

decision trees (C4.5 algorithm) use Distributed-based Imputation (DBI) method to predict missing 

values [10]. DBI splits the instance to be classified into sub-instances each with different values for 

missing feature and weight corresponding to the estimated probability of the particular missing value. 

Each sub-instance is routed down the appropriate tree branch according to its assigned value. Upon 

reaching a leaf node, the class-membership probability of the sub-instance is measured as the frequency 

of the class in the training instances associated with this leaf. The overall estimated probability of class 

membership is calculated as the weighted average of the class membership probabilities over all sub-

instances. If there is more than one missing value, the process recurses with the weights combining 

multiplicatively [46]. For example, suppose attribute a has two possible values: a1 and a2; if a node 

contains 6 branches with a(?)=a1 and 4 with a(?)=a2, then the probability that a(?)= a1 is 0.6 and the 

  Figure 3. Similarity computing.      Figure 4. An example of a decision tree (J48). 
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probability that a(?)=a2 is 0.4. A fractional 0.6 of (?) is now distributed down the branch for a=a1 and 

a fractional 0.3 of (?) down the other tree branch. 

3.6 R_CARS Algorithm 

The following algorithm summarizes the recommendation model steps: 

R_CARS Algorithm 

Input: R, I, a given target user ua.  

Output: top k items with highest prediction score to ua. 

Begin 

Step 1: Data preprocessing. 

Step 2: - Calculate the similarity between ua and each user of the initial dataset by Eq. (3). 

    - Construct the top n (n=10:5:25) similar users’ dataset. 

Step 3: - Data preprocessing. 

   - Build the recommendation model using the similar users’ dataset. 

 Step 4: - Generate predictions. 

  - Return the top k items. 

 End. 

4. EXPERIMENT AND FRAMEWORK

To evaluate its effectiveness, R_CAR is implemented and experimented using Weka JAVA API, 

applying 5-fold cross-validation, on the context-aware datasets: DePaulMovie, InCarMusic, Restaurant 

and LDOS_CoMoDa, where InCarMusic contains more sparse data than DePaulMovie and  

LDOS_CoMoDa contains more sparse data than Restaurant. Two experiments are conducted:  

- Experiment 1: R_CAR is experimented on DePaulMovie and InCarMusic datasets, introducing four 

classifiers (JRip, PART, J48 and RandomForest), in order to select the best one compared with CUBCF. 

- Experiment 2: R_CAR is experimented on Restaurant and LDOS_CoMoDa datasets, introducing the 

four classifiers, in order to select the best one compared with ND-DCR, NDs-DCR, ND-DCWand NDs-

DCW models.  

4.1 Evaluation Metrics 

4.1.1 Deviation-based Evaluation Metrics 

These metrics, also known as error-based metrics, measure the deviation between the predicted rating 

value and the real rating value to evaluate the performance of the recommendation algorithm. The 

deviation-based metrics are: MSE (Mean Squared Error), RMSE (Root Mean Squared Error), MAE 

(Mean Absolute Error), MAPE (Mean Absolute Percentage Error) and SMAPE (Symmetric Mean 

Absolute Percentage Error) [47]. Here, MAE and RMSE are used to evaluate the performnce of 

R_CARS. 

MAE= ∑ |raj - paj|S
1 S⁄ (6) 

MSE= ∑ (raj − paj S
1  )2⁄S (7) 

RMSE = √((∑ (raj − paj)2S
1 S⁄ ) (8) 

MAPE = 1 S⁄ ∑ |raj − paj raj⁄ |S
1    (9) 

SMAPE = 1 S⁄ ∑ 2|raj − paj|/(|raj| + |paj|)S
1 (10) 

raj is the user’s a explicit rating to item j. paj is the user a’s predicted rating to item j. S is the number of 

predicted ratings. The low values of these metrics indicate that the recommendation model is good [48]-

[49]. 

4.1.2 List-based Evaluation Metrics 

Lists-based metrics, also known as TOP k recommendation evaluation metrics, verify whether the 

recommender system is able to recommend interesting items by calculating the rate of interesting items 
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among those recommended; that is to evaluate the efficiency of the recommendation algorithm using: 

Precision, Recall and F-measure [48]-[49]. 

Precision = TP/TP + FP (11) 

Recall = TP/TP + FP (12) 

Fmeasure = 2 ∗ Precision ∗ Recall Precision + Recall⁄ (13) 

- TP (True Positives): interesting items recommended by the recommendation model. 

- FP (False Positives): uninteresting items recommended by the recommendation model. 

- TN (True Negatives): uninteresting items not recommended by the recommendation model. 

- FN (False Negatives): available interesting items not recommended by the recommendation 

model.    

4.1.3 Classification Evaluation Metric 

In machine learning, the accuracy metric is used to measure the performance of classification algorithms, 

By comparing the results of the classifier building using the training dataset with the testing classifier 

results, Accuracy calculates the percentage of items correctly classified [9]. Accuracy is used to evaluate 

the performance of the four classifiers introduced in this work. 

4.2 Experiment 1 

The recommendations are presented to an active user u0. The performance of R_CARS is measured 

using the metrics: MAE, RMSE, Precision, Recall, F-measure and accuracy. These metrics are 

computed according to the number of similar users (n=10:5:25).  The average for each classifier on 

DePaulMovie and InCarMusic datasets is presented in Table 1 and Table 2, respectively (only the 

average is presented in this work). In [30], the proposed model: CUBCF, is experimented on the two 

datasets: DePaulMovie and InCarMusic, applying 5-fold cross-validation and compared with UBCF, 

IBCF and CIBCF (The results of this experiment are shown in Tables 1 and 2 [30]). A minimal similarity 

threshold is set to select neighbours.  

4.3  Experiment 2 

In this experiment, we used the same parameters’ values as in the previous experiment (n=10:5:25). 

Table 3 and Table 4 show the evaluation metrics’ values (average) for each classifier on Reastaurant 

and LDOS_CoMoDa, respectively. In [33], the proposed models: ND-DCR, NDs-DCR, ND-DCWand 

NDs-DCW, are experimented on the two datasets: Restaurant and LDOS_CoMoDa, applying 5-fold 

cross-validation (The results of this experiment are shown in Tables 3 and 4 [33]) and compared to some 

baseline recommendation algorithms: DCW, DCR, CAMF (Context-aware Matrix Factorization), 

DCW-GA (DCW Genetic Algorithm), …etc. A minimal similarity threshold is set to select neighbours. 

Only MAE and RMSE are used to compare R_CARS with these models. 

Figure 5. PART, RandomForest, J48 and JRip  Figure 6. PART, RandomForest, J48 and JRip 

   evaluation metrics’ values (DePaulMovie).        evaluation metrics’ values (InCarMusic). 

PART, RandomForest, J48 and JRip’s evaluation metrics 
values (DePaulMovie). 

PART, RandomForest, J48 and JRip’sevaluationmetrics values 
(InCarMusic). 
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Table 1. Evaluation metrics’ values of the four classifiers (DePaulMovie). 

Table 2. Evaluation metrics’ values of the four classifiers (InCarMusic). 

  Figure 7.  PART, RandomForest, J48 and JRip  Figure 8.  PART, RandomForest, J48 and JRip 

       evaluation metrics’ values (Restaurant).          evaluation metrics’ values (LDOS_CoMoDa). 

Table 3. Evaluation metrics’ values of the four classifiers (Restaurant). 

Models MAE RMSE Precision Recall F-measure ACC(%) 

R_CAR(PART) 0,210325 0,365425 0,698 0,735 0,71225 0,73475 

R_CAR(RandomF) 0,206425 0,36645 0,72475 0,7025 0,715 0,706925 

R_CAR(J48) 0,2451 0,364925 0,62975 0,7295 0,6715 0,729675 

R_CAR(Jrip) 0,218625 0,340675 0,73225 0,792 0,7365 0,792 

ND-DCR 0,784 1,090 / / / / 

NDs-DCR 0,787 1,058 / / / / 

ND-DCW 0,739 1,002 / / / / 

NDs-DCW 0,735 0,997 / / / / 

Table 4. Evaluation metrics’ values of the four classifiers (LDOS_CoMoDa). 

 Models MAE RMSE Precision Recall F-measure ACC(%) 

R_CAR(PART) 0,36485 0,431725 0,40975 0,58725 0,45375 0,5871 
R_CAR (RandomF) 0,332425 0,410875 0,63625 0,62325 0,5495 0,6232 

R_CAR(J48) 0,3743 0,430125 0,33875 0,5815 0,428 0,58135 

R_CAR(Jrip) 0,34145 0,421425 0,53775 0,60475 0,521 0,60465 
ND-DCR 0 ,723 0,939 / / / / 

NDs-DCR 0,726 0,938 / / / / 
ND-DCW 0,731 0,927 / / / / 

NDs-DCW 0, 714 0,927 / / / / 

Models MAE RMSE Precision Recall F-measure ACC(%) 

R_CAR(PART) 0,327775 0,4713 0,53625 0,55225 0,5425 0,55185 

R_CAR(RandomF) 0,348275 0,467375 0,501 0,50775 0,504 0,5075 

R_CAR(J48) 0,3251 0,46265 0,55 0,57025 0,55725 0,57035 

R_CAR(Jrip) 0,3429 0,4203 0,6595 0,6195 0,571 0,61945 

CUBCF 1,39157 1,94572 <0,50 <0,25 <0,25 / 

Models MAE RMSE Precision Recall F-measure ACC(%) 

R_CAR(PART) 0,347075 0,460625 0,52375 0,5295 0,52375 0,5291 

R_CAR(RandomF) 0,3203 0,44065 0,5735 0,5735 0,5735 0,5747 

R_CAR(J48) 0,31255 0,432175 0,597 0,60075 0,59575 0,6005 

R_CAR(Jrip) 0,392725 0,44685 0,558 0,513 0,45675 0,51295 

CUBCF 1,058 1,28781 < 0,2 < 0,05 < 0,1 / 

PART, RandomForest, J48 and JRip’sevaluationmetrics values 
(LDOS_CoMoDa). 

PART, RandomForest, J48 and JRip’sevaluationmetrics values 
(Restaurant). 
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4.4  Result Discussion 

In this sub-section, the results obtained in experiment 1 and experiment 2 are discussed. When using 

DePaulMovie (Table 1), we can note that J48 is the best performing algorithm, having lower error 

indicators’ values and higher values for Precision, Recall, F-measure and accuracy. Most of the results 

between J48 and JRip are not significant (taking into account all the evaluation metrics). We can also 

note that R_CARS, introducing the four classifiers, is more efficient than CUBCF (MAE: the difference 

is over 1,0, RMSE: the difference is over 1,5,  Precision: the difference is approximately 0,1, Recall and 

F: the difference is over 0,3).  

Using sparser dataset: InCarMusic (Table 2), we note that J48 outperforms the other algorithms. J48 has  

lower error indicators’ values and higher values of Precision, Recall, F-measure and accuracy, which 

means that J48 is the best even on datasets with a significant number of sparse data. The results between 

J48 and RandomForest are not significant. R_CARS, using the four classifiers, can beat CUBCF model 

(MAE: the difference is over 0,7, RMSE: the difference is over 0,8, Precision: the difference is over 0,3, 

Recall: the difference is approximately 0,5, F: the difference is over 0,4). CUBCF performance decreases 

significantly on InCarMusic dataset. This is not surprising since CUBCF depends only on context-based 

similarity to alleviate sparsity. 

When using Restaurant dataset (Table 3), we can see that JRip is the best performing algorithm. The 

results between JRip and RandomForest are not significant. R_CARS, introducing the four classifiers, 

can beat the models: ND-DCR, NDs-DCR and ND-DCW (MAE: the difference is over 0,5, RMSE: the 

difference is approximately 0,7).  

Using sparser dataset: LDOS-CoMoDa (Table 4), the experimental results illustrate that RandomForest 

outperforms the other algorithms, which means that RandomForest is the most efficient on datasets with 

high level of sparsity. The results between JRip and RandomForest are not significant. Although 

R_CARS’s (introducing the four classifiers) performance decreases, it is still more efficient than those 

of ND-DCR, NDs-DCR, ND-DCW and. ND-DCW (MAE: the difference is over 0,4, RMSE: the 

difference is over 0,5). Recall that these models utilize the non-dominated user neighbourhood to 

alleviate sparsity, while R_CARS combines context-based similarity with data-mining techniques to 

face this problem. 

As a summary, the results demonstrate that RandomForest works better than the other classifiers on 

datasets with high number of sparse data, while JRip works better on less sparse datasets. In comparison 

with the state-of-the-art models, R_CARS, taking into consideration the four classifiers, is still the most 

efficient on the four datasets. 

5. CONCLUSIONS

CARSs exploit the knowledge about context under which the ratings are given to generate 

recommendation. However, in this case, the sparsity issue could be more serious, since there may be 

limited ratings within the same contextual situation, especially when there are many context dimensions. 

This paper proposes a novel context-aware recommendation model that we called R_CARS to overcome 

sparsity issues by combining the proposed user-based similarity technique with a rule-based approach. 

R_CARS is experimented on four real-world datasets introducing four rule-based algorithms: PART, 

JRip, RandomForest and J48 and compared to the state-of-the-art models. 

The experimental results demonstrate that RandomForest works better than the other classifiers on datasets 

with a high number of sparse data, while JRip works better on less sparse datasets. The results prove also 

that R_CARS, introducing the four classifiers, can alleviate the sparsity problem and provide more 

accurate recommendations compared to the other models. In future work, we will compare the proposed 

similarity technique with state-of-the-art similarity techniques by using large datasets. We will also work 

on implementing more effective solutions to overcome the sparsity problem by taking advantage of recent 

approaches, such as deep-learning techniques [50]-[51]. 
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 ملخص البحث:

جلتيدددد   لددددي ائرتعددددة   ائرعةا  دددد  ائرددددي ئ ددددة صيدددد     دددد   لددددي جدددد    ائرت   دددد    يعُددددلت ائر ددددةً    دددد     

دددددد ةل   لددددددي ص ايدددددد  ائرت   دددددد   ائرت   ليدددددد  ائدددددد  جة دددددد   ع   ددددددةم  ايددددددرات ا مددددددةا ائيع   ددددددةم ائلت

الددددددل صيددددددد  ائعليددددددل  ددددددو  ائيلددددددر لم  و ا ع   ددددددةم ائيةدددددد ه ام ئ رتل تدددددد    دددددد   دددددد   ائي دددددد    

ددددد ةل   لدددددل يييدددددل  دددددو ائد ة دددددةم ائير دددددةي    ئددددد ا لددددد خت ث ددددد  صخت ا مدددددةا ائيع   دددددة الأ يدددددةا ائد م ائلت

ت   دددددةم تعدددددليو ائد ة دددددةم  دددددي  دددددو جددددد و ائ  ددددد ا ائةعتةئددددد  ائردددددي جددددد   ا دددددر لاُ  ة لدددددي ص ايددددد  

ائرت     ائ ا    ئ لت ةق ئ رتعة ل  ع       ت ةيُ  ائد ة ةم 

ددددددل ت   دددددد  ت  دددددد   ئ رتعددددددة   ائرتعةا  دددددد  ت دددددد     دددددد  ت ددددددةجُ  دددددد ةلةم ت ردددددد ا  دددددد   ائ يلدددددد      ه ائلت

اائيلددددددر ل  و  ددددددع ت   ددددددةم تعددددددليو ائد ة ددددددةم   ددددددلت ئ دددددد   ائي دددددد     ددددددو صجددددددل ت دددددد ي   اددددددة 

ددددد  ت  جددددد  ائ تادددددة   ددددد ةق  الدددددل تيت ت  ددددد    در ددددد   ا ددددد   ادددددة   د دددددي   ددددد  ائ  ا دددددل ااا   ئ لت

ائي ردددددد ا ج  مددددددةا صيجددددددع م ايق  ددددددةم  د  دددددد    دددددد  ائ  ا ددددددل   دددددد  صيجددددددع   ي  ددددددةم ج ة ددددددةم  

 ددددددد  ص اا ائ تادددددددة  ائي رددددددد ا جدددددددي اا ائ تيدددددددة   ائددددددد اي   لدددددددي ص ج دددددددةم   ر ةددددددد   ا دددددددو يدددددددات   ةي

ددددد ةق ا   ددددده  دددددع ت   ددددد   د  ددددد  خ ائرت دددددةجهُ  دددددع ائلت ائي ضددددد    الدددددل ج  ددددد   ردددددةًل ائرت  جددددد  صخت اق 

  ددددد  ائ  ا دددددل  دددددو ائيي دددددو صخ ي ددددد  ا ائددددد  ائرتل يددددد    ددددد    ددددد    ت دددددةيُ  ائد ة دددددةم ايعيددددد    ددددد 

ائ تية   ائ اي   لي ص ج ةم ائي ض   ت ل و  لت  ائرت     جةئي ةي    ع 

http://creativecommons.org/licenses/by/4.0/
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 نولوجيا المعلوماتالمجلة الأردنية للحاسوب وتك 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات )

 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق PSUTجامعة الأميرة سمية للتكنولوجيا )وتنشر تحتضن 

المجلة وطباعتها وتوزيعها والبحث عنها  دعم البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

فريق دعم هيئة التحرير

ادخال البيانات وسكرتير هيئة التحرير المحرر اللغوي 

ياد الكوز      حيدر المومني   اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص 

] Creative Commons Attribution[ )/http://creativecommons.org/licenses/by/4.0( 

عنوان المجلة

 www.jjcit.org الموقع الاإلكتروني:

 jjcit@psut.edu.jo البريد الاإلكتروني:

جامعة الاميرة سمية للتكنولوجيا، شارع خليل الساكت، الجبيهة، عمان، الأردن. العنوان:

 الأردن 11941عمان  1438 صندوق بريد:

 5359949-6-962+ هاتف:

 7295534-6-962+ فاكس:

http://creativecommons.org/licenses/by/4.0/
https://www.base-search.net/Search/Results?lookfor=JJCIT&name=&oaboost=1&newsearch=1&refid=dcbasen
https://scholar.google.com/citations?user=88ospLoAAAAJ&hl=en
http://www.worldcat.org/search?qt=worldcat_org_all&q=jjcit
http://creativecommons.org/licenses/by/4.0/


المجلة الأردنية للحاسوب وتكنولوجيا المعلومات

العدد ٢المجلد ٨حزيران ٢٠٢٢
عنوان البحث الصفحات 

تصنيف قائم على الرضّائية في شكل قراراتٍ منبثقة في النظّم المعقّدة  ١١٢- ١٢٥
رباح معزوزي، مالانغا كيندي، سيريل دي رونز، و هيرمان أكداغ

مات في التشّخيص  تهجين الأمثلة الحسابية باستخدام خوارزميات الغَمْر العظيم لحلّ مسائل انتقاء الس�  ١٢٦ - ١٤٠
الطبي 

محمد الوشاح

الكشْف عن سرطان عُنق الرحّم وتصنيفه باستخدام صُور الرنّين المغناطيسي   ١٤١ - ١٥٨
إشراق خُلقي، و نجلاء إدريسي

تطوير نموذج موحÊد من نماذج تعلÆم الآلة لتحسين توقÆع انتشار فيروس كورونا (كوفيد-١٩)  ١٥٩ - ١٦٩
ميعاد الرحيلي، و فاطمة عسيري

تحسينات على عَرضْ النطّاق وتصغير الحجم في نظام ربط ٣ ديسيبل بإزاحة طوْر مقدارها ٤٥ درجة   ١٧٠ - ١٨١
عاع من الجيل الخامس  Æلشبكات تشكيل الش
نازلين سُهيمي، أنتوني أوايتشيا، و نور محيي الدّين

Æتوء العشوائي لتصنيْف ضربات القلبْ الحوسبة البنِيوية العَصَبية بناءً على خزاّن الن  ١٨٢ - ١٩٣
تشيا يي سو، و يان تشيو وونغ

النهّاية الأمامية المؤمَثَلة بالكامل لمستقبلِ ترددّات راديوية فائق عرض النطّاق الترّددّي   ١٩٤ - ٢٠٤
راجِش خَطري، و د. ك. مِشرْا

نهجٌ مبنيٌ على القواعد لنظام توْصيةٍ تعاوني واعٍ للسّياق   ٢٠٥ - ٢١٧
سولفِ بن حمدي، عبد السلام بابوري، رجا تشيكي، و جمال نبهان

مجلة علمية عالمية متخصصة محكمة
تصدر بدعم من صندوق دعم البحث العلمي
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