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A CASE STUDY FOR EVALUATING FACEBOOK PAGES
WITH RESPECT TO ARAB MAINSTREAM NEWS MEDIA
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ABSTRACT

In this paper, we propose a framework to analyze and evaluate social networking pages based on usage data
with respect to Arab mainstream news media. The paper introduces new metrics such as: Page Penetration and
Ranking Index, as well as new evaluation methods. The framework considers the twenty-two Arab countries in
addition to seven Facebook pages that belong to seven prominent Arab satellite channels. The proposed
framework is used to evaluate countries for their Internet and Facebook penetration rates, as well as
consumption of news through those pages. Results reveal that Arabs highly credit natively Arabic news media
rather than news media that only speak Arabic. Furthermore, 65% of the Arab countries have more than 50%
Facebook users who are news consumers via Facebook. Additionally, Arab countries that suffered unrest, civil
war or political crises in the recent years show higher page penetration rates, such as Yemen, Syria, Egypt and
Libya.

KEYWORDS

Internet, Facebook, Social networking sites, Social media, Social network analysis.

1. INTRODUCTION

Social Networking Sites (SNS) have recently become an important part in almost everybody's life. SNS
are web-based services that enable their users to: (1) create accounts (profiles), (2) connect to friends,
relatives, colleagues, fans, ...etc. in addition to following these connections and others’ connections and
(3) exchange messages [1]-[2]. Facebook, Twitter, LinkedIin, Google+, Pinterest, YouTube and
Instagram are examples of SNS.

Social Media (SM) are defined as a set of Internet-based applications that exploits web technologies
and aims to exchange user-generated content (UGC) between participating entities [2]. SM became a
ubiquitous Internet service by leveraging the widespread of SNS [3]-[4].

More than a billion users worldwide use SNS which form nearly 82% of Internet users aged 15 and
older [5]. Those use SNS to: (1) establish connections, (2) exchange messages [6] and (3) share content
of different types [7], such as: video, audio, UGC [5], personal or private information [8] and blogs [2].
Recently, SNS moved to the mobile computing arena introducing Mobile Social Networks [9]. The
ubiquity of mobile devices helped accelerating the diffusion of social networking [10]. SNS are
essential, not only for individuals, but also to businesses, educational institutions, mainstream news
media, governments, ...etc. that access SNS to interact with their customers (clients). However,
Facebook has the greatest number of users amongst SNS in terms of number of users [6]-[11].

Nowadays, SM has become a trend in the field of news media technologies which started to penetrate
newsrooms in the 1990s using websites, e-mails and mobile technologies [12]. Almost all mainstream
news media today utilize SM to increase their reachability and content distribution [13], in addition to
gaining a foothold in the competition [14]. Actually, mainstream media use SM to increase their
audience, reach and influence [15]-[16]. Mainstream news media can reach more audience using SNS
features, such as page recommendation; i.e., profiles of mainstream media may appear to users
suggesting liking them [17], which in turn contributes to increasing the number of fans of those pages.

News consumers are highly affected by SM; their way of perceiving news has changed. Now, they can
interact with the news that are shared using SM within a few minutes [18]-[19]. Consequently, users are

This paper is an extended version of a short paper that was presented at the international conference "New Trends in Information Technology
(NTIT) 2017", 25-27 April 2017, Amman. Jordan.
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not only receiving the news; they additionally can choose what to read and can comment and enter
discussions with other audience or media.

In this paper, we collect usage data for 7 Facebook pages that pertain to Arab mainstream news media,
these are namely: (1) Al Jazeera Channel, (2) Al Arabiyya, (3) Sky News Arabia, (4) BBC Arabic, (5)
CNN Arabic, (6) France 24 Arabic and (7) Russia Today Arabic. All of those mainstream news media
are satellite channels that broadcast news in Arabic. Similarly, their Facebook pages share Arabic
content in different formats and are oriented to Arab countries; i.e., the 22 Arab countries of the Middle
East and North Africa (MENA). The study focuses on page penetration rates and countries’ news
consumption via Facebook.

We use Netvizz as a tool to: (1) collect data about pages and groups on Facebook [20], (2) retrieve page
posts, likes, shares and comments [21]-[22] and (3) export the collected data in standard formats [23].

The importance of this research is that we are proposing a framework that can be applied to extract
usage data of Facebook pages that disseminate and share any content type which pertains to different
domains, like: universities, celebrities, bloggers, SM activists, ...etc.

The remainder of this paper is organized as follows: in section 2, we review some of the related work.
The methodology is described in section 3. Then, the problem is formulated in section 4. In section 5,
we present our experimental results. Finally, conclusion and future work are highlighted in section 6.

2. RELATED WORK

Sharing Tunisian and Egyptian revolutions' news using Twitter was discussed by G. Lotan et al. [15].
They focused on classifying users who share revolution-related content into categories. They concluded
that Twitter is an important tool for spreading information. In our research, we are widening the domain
of the study to include more Arab countries, some of which had revolutions during the past few years
and others had not. We are different from G. Lotan et al. in that we are not interested in analyzing what
users share. Rather, we are interested in how much Facebook users from the selected set of countries
use Facebook to consume news and what pages they prefer.

S. Hille and P. Bakker [24] studied Facebook usage and participation of Dutch media. They discussed
and studied the use of Facebook by media, users' interaction with the posts and journalists' interaction
with users. They concluded that Dutch media on Facebook had very few followers compared to the
popularity of traditional media and their websites. On the other hand, media were growing with a very
low number of likes and comments on posts. In our paper, emphasis is on the penetration rates of
Arabic mainstream news media Facebook pages. Thus, we studied how much the audience trust news
shared through SNS in Arab countries and which pages have much credibility.

The impact of SM on news consumption was studied by A. Hermida et al. [13] by means of an online
survey of 1600 Canadians. Their results show that social networks are important sources of news for
Canadians. Differently, we followed an empirical approach. Instead of depending on user opinions that
are collected by surveys, we collected real usage data by means of well-known tools. Using real usage
data is more accurate than surveys, since surveys may not reflect actual attitudes due to either possible
biased answers by participants or subjective options, weights and questions by the one who prepared
the questionnaire. Also, the sample size used may not reflect the whole society, which was small to be
able to decide in the work of A. Hermida et al. However, in our work, we used actual usage data which
are obtained from credible sources. The data, also, represent all the society of users of the Internet,
Facebook and the selected pages.

The association between social media and political change in Chile was investigated by S. Valenzuela
et al. [25]. Authors studied the use of Facebook for news and socializing rather than using it for self-
expression. In that context, authors found a strong relationship between Facebook and protest activity in
the country of study. Similarly, some Arab countries witnessed revolutions, protests, unrest and
sometimes regime change. It is thought that social medial played an important role in those revolutions
in the context of spreading information. Our study contains more countries, some of which witnessed
revolutions and others did not. We try to analyze our results on this basis to show the impact of social
media on the countries that had revolutions and the countries that didn't have revolutions and to show
where Facebook was more influential. S. Valenzuela et al. collected their data by means of surveys of
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people aging between 18 and 29 years living in the three largest urban areas in Chile.

A. Ju et al. [26] studied how much Facebook and Twitter are effective as news platforms. They
collected data about printed newspaper circulation and web traffic of each newspaper. Their study did
not include all the newspapers in the US; it only included the largest ones. A good practice that A. Ju et
al. did in their work was the outlier removal. Because New York Times had a very large number of
Facebook and Twitter followers compared to the remaining newspapers, it was considered a statistical
outlier and removed from any further analysis. There is a great difference between the methods used to
collect SNS figures in our paper and those used by A. Ju et al. We used the NetVizz application to
collect statistics about the selected Facebook pages. On the other hand, they used a very simple method
for finding out the number of SNS users, either on Facebook or Twitter, for the selected newspapers; A.
Ju et al. used to open the website of each newspaper, visit the link of the SNS account mentioned by
each newspaper, and manually record the number of "likes" and "followers" for each Facebook and
Twitter account, respectively. There is a criticism about the method in which they collected their SNS
usage data. The authors didn't use an automated tool, such as NetVizz, which gives them detailed
statistics about each page, the interactions with the pages, which countries the subscribers are from and
the numbers of fans from each country. As a conclusion, the research found a positive correlation
between Facebook and Twitter users, web traffic and print readership, although SM users are still the
least among web and print readers.

The role of SM in newsrooms is studied by S. Lysak et al. [27] by conducting an online survey to find
out which types of SM are used in newsrooms and how they are used. They concluded that SM is used
as a means of raising the newsrooms' profile in the community. They also found out that news staff use
SM to collect their news although those news must be verified for reliability.

3. METHODOLOGY

The problem is first formulated and the analysis and evaluation metrics are defined. We setup our study
on Arab countries only; these are only 22 countries that speak the Arabic language and are in the
MENA region. The targeted Facebook pages pertain to Arab mainstream media and have a high level
of credibility between Arabs. NetVizz is used as a tool to collect usage data for these pages. Internet
and Facebook statistics are collected from well-known worldwide sources. Datasets are created by
importing the collected data into a database. Finally, calculations and analysis are made to obtain the
desired results.

4. PROBLEM FORMULATION

Assuming that we have n countries and m pages, we define C as a closed set of counties, such that
C= {c1,69, ., Cqt Acountry c; £C isatuple ¢; < Id, L, I, FE = such thatL, I, FE € H, Id is the
country code, L is the population, | is the number of Internet users and FB is the number of Facebook
users. Similarly, Let P be a closed set of Facebook pages, such that 2 = {py,p4,.... Bm ). Apagep; EP
isatuplep; < Id, F = suchthat Id, F € M, Id is the page identifier and F is the number of fans for that
page.
Internet Penetration Rate (IPen) is defined as the ratio of Internet users in a specific country to its
population [25]. Let I.. be the number of Internet users in country ¢; and L., the population of the
same country ¢;, then:

IPen(c;) = ?

£

Similarly, Facebook Penetration Rate (FBPen) is defined as the ratio of Facebook users in a specific
country to its population [25]. Let FEB.. be the number of Facebook users in country c; and L, the
population of the same country ¢;, then:
FB,

L

FBPen(c;) =

]
In order to rank the pages, we propose a new metric called Page Penetration Rate (PgPen). It is the
ratio of number of page fans per country to the number of Facebook users in that country. Let f{¢;,p;)
be the number of page fans per country and F B, the number of Facebook users in country c;, then
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f{':i:pj}
FB,,

PgPen{cz-, p}-} =

It might be feasible to group our set of countries that have similar properties into groups; for example,
the grouping could be based on the geographical location. The grouping might be necessary when the
number of countries is large and could be ignored when the number of countries is small. Formally, a
group &; is a subset of the country set C; that is &; = € such that i = 1.

In this paper, we propose the Ranking Matrix (R) as a means of organizing results of page penetration
rates and weighting them. Mathematically, R is a kxk matrix Rk, k), such that for a given group G,
the number of rows and columns K is given by: k = |G,|. Rows in R represent the countries of group
Gx and columns are the ranks (r) obtained by page penetration rates, such that 0 = ; = k. Each rank is
given a weight w; = k —i+ 1. A cell R;; represents the number of times a country ¢; € G, achieved

the rank j in terms of page penetration rate.

After the results are organized in the ranking matrix, we propose a metric to sort the countries in order
of PgPen. The proposed metric is called the Ranking Index (Rx) and is calculated for each row in R
separately by summing the products of each cell by its corresponding weight, then dividing the sum by
k*, such that k is the number of countries in the group.
Tey RipXW;

kﬂ
Finally, our objective is to sort countries in order of Internet, Facebook and page penetration rates.

Ex, =

5. EXPERIMENTAL RESULTS

As long Population, Internet and Facebook users and page fans have a rapidly changing nature, the data
in this research represent the first three quarters of the year 2016, starting from Jan. 1% to Sep. 30™.
Firstly, Table 1 contains our list of the 22 Arab countries.

Table 1. List of Arab countries.

Id Country Population Internet Facebook
(L) Users (1) Users (FB)

AE | United Arab Emirates 9,156,963 8,515,420 7,700,000
BH | Bahrain 1,377,237 1,278,752 800,000
DJ | Djibouti 887,861 150,000 150,000
DZ | Algeria 39,666,519 15,000,000 15,000,000
EG | Egypt 91,508,084 34,800,000 32,000,000
IQ | Iraq 36,423,395 14,000,000 14,000,000
JO | Jordan 7,594,547 5,700,000 4,800,000
KM | Comoros 788,474 60,000 60,000
KW | Kuwait 3,892,115 3,202,110 2,300,000
LB | Lebanon 5,850,743 4,545,007 3,100,000
LY | Libya 6,278,438 2,800,000 2,800,000
MA | Morocco 34,377,511 20,207,154 12,000,000
MR | Mauritania 4,067,564 714,132 370,000
OM | Oman 4,490,541 3,310,260 1,500,000
PS | Palestine 4,422,143 3,007,869 1,700,000
QA | Qatar 2,235,355 2,200,000 2,200,000
SA | Saudi Arabia 31,540,372 20,813,695 14,000,000
SD | Sudan 40,234,882 10,886,813 10,886,813
SO | Somalia 10,787,104 660,000 660,000
SY | Syria 18,502,413 5,502,250 5,502,250
TN | Tunisia 11,107,800 5,800,000 5,800,000
YE | Yemen 26,832,215 6,773,228 1,800,000
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Country codes in Table 1 are represented in ISO Alpha-2 codes [28]; these are international standard
codes that comprise two letters and are used as a general-purpose code [29]. Internet and Facebook
users are collected from Internet World Stats website [30] and population data is collected from the
World-Bank datasets [31].

NetVizz v1.41 is used to collect Facebook usage data for the specified pages from different Facebook
sections and supports different formats [32].
5.1 Internet and Facebook Penetration

Internet and Facebook penetration rates are calculated and shown in Figure 1 and Figure 2,
respectively.

Internet Penetration (IPen)

Figure 1. Internet Penetration (IPen).

Facebook Penetration (FBPen)

AE BH D) DZ EG 1Q JO KM KW LB LY MA MR O

PS QA SA SD SO 5Y TN YE
COUNTRY

Figure 2. Facebook Penetration (FBPen).

Both results of IPen and FBPen converge; according to IPen, the first four countries were QA, AE, BH
and KW, while FBPen shows QA, AE, JO and KW in the first four places. This reveals that countries
with the highest Internet penetrations are almost similar to the countries with the highest Facebook
penetration, which means that Facebook occupies a large amount of Internet usage, which conforms to
the numbers that say that Facebook has the largest number of users amongst other SNS.
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5.2 Page Penetration and Ranking

The page set contains the 7 Arab mainstream news media pages that are listed in Table 2. The same
data is represented in Figure 3.

Table 2. Selected pages with number of fans for each page.

Id Page Fans (F)
JSC Al Jazeera 17,360,261
ARB Arabia 16,358,487
SKY Sky News Arabia 8,996,886
BBC BBC Arabic 7,248,563
F24 France 24 Arabic 5,960,249
CNN CNN Arabic 1,798,623
RTA RTA Arabic 9,669,311
Page Fans (F)
" 13
£
E 16
14
12
" 10
g
a
[}
4
2
D []
ARB BBC CHN F24 15C RTA SKY
Page

Figure 3. Page fans.

JSC comes in the first place in terms of number of fans, followed by ARB, RTA, SKY, BBC, F24 and
finally CNN. Keeping in mind that both JSC and ARB were the first two Arab satellite channels, this
gives an explanation to the occupation of these two pages of the first ranks in page fan percentages.

Now, we need to calculate the page penetration rate (PgPen). So, we divide the set of countries into four
groups according to their geographical location.

Table 3 lists the four groups and the members of each group. It is noteworthy that both DJ and KM are
not grouped, because page statistics for both countries are not available by Facebook. The figures of
both countries are considered statistical outliers. Thus, they will not appear in our analysis.
Consequently, we only have 20 countries.

Table 3. Countries divided into four groups.

Group Member Countries
Arab Peninsula AE, BH, KW, OM, QA, SA, YE
Levant 1Q, JO, LB, PS, SY
North-East Africa EG, SD, SO
Arab Maghreb DZ, LY, MA, MR, TN
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Henceforth, we need to compute the page penetration rates (PgPen). This is computed for each page
and for each country and measures the influence of a certain page in a given country. Because we
divided the countries into groups as shown in Table 3, PgPen will be computed for each group
separately and the results will be gathered again in one group after the Ranking Index (Rx) is calculated
for each country.

Figure 4 shows the page penetration rates for the Arab Peninsula group. The group comprises 7
countries as illustrated in Table 3.

Group 1: Page Penetration (PgPen)
(Countries of the Arab Peninsula)

mAE mBH mKW »OM mQA m5A mYE

35%

30%

PgPen

ARB BBC CNN F24 JSC RTA SKY
Page

Figure 4. Page Penetration (PgPen) for the first group.

In order to rank the pages in the first group, we construct the ranking matrix as follows: we have 7
countries and thus 7 relevant ranks. Each rank is given a weight that is shown between parentheses in
Table 4. We then multiply the number of times a country achieved a rank by the relevant weight of that
rank and divide the total by the square of the number of countries in the group; i.e., 49 in the case of
group 1. This results in the ranking index Rx for each country in the group.

Table 4. Ranking matrix of group 1.

Country Rank (Weight) Total | Rx (%)
1123|4567
UIONORORIORIORNO)
AE 0O |0 |0 |O |1 |4 |2 |13 26.53
BH 0O |0 |0 |2 |3 |2 |0 |21 42.86
KW 0O |1 |6 [0 |0 |O |O |36 73.47
oM 0O [0 |O |O |1 |1 |5 |10 20.41
QA 0O |0 |O |5 |2 |O |0 |26 53.06
SA 0O |6 |1 [0 |0 |O |O |4 83.67
YE 7 [0 |O [0 |0 |O |O [49 100

According to the ranking index (Rx) shown in Table 4, YE comes in the first place, followed by SA,
KW, QA, BH, then both AE and OM are in the last two places. Results of the ranking matrix of group 1
are represented in the map shown in Figure 5.




149

"A Case Study for Evaluating Facebook Pages with Respect to Arab Mainstream News Media", Ala’a Al-Shaikh, Rizik Al-Sayyed and
Azzam Sleit.

Ranking of Countires of Group 1

Figure 5. Ranking of countries of group 1 represented in a map graph.

Figure 6 shows page penetration rates for the second group; Arab countries of Levant, and Table 5
shows the ranking matrix of group 2.

Group 2: Page Penetration (PgPen)
(Arab Counties of Levant)
miQ mJO mLE =PS mSY

25%
20%
c 15%
@
10%
5%
0%
ARB BBC CNN F24 IsC RTA SKY
Page
Figure 6. Page Penetration (PgPen) of group 2.
Table 5. Ranking matrix of group 2.
Country Rank (Weight) Total | Rx (%)
1 2 3 4 5
OREEONNONNGERG),
1Q 0 4 1 2 0 23 56.71
JO 0 2 1 4 0 19 54.29
LB 0 0 0 0 7 7 20
PS 1 1 4 1 0 23 65.71
SY 6 0 1 0 0 33 94.29

Based on the values of the ranking index (Rx) for the second group, SY comes in the first place,
followed by both PS and 1Q. JO comes in the third place and finally LB comes in the last place. These
results are represented in the map shown in Figure 7.
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Ranking of Countries of Group 2

Rank

Figure 7. Ranking of countries of group 2.

In a similar way, page penetration rates of countries of the third group; North-East Africa, are shown in
Figure 8.

Group 3: Page Penetration (PgPen)

(North-East Africa)

HEG mSD mSO
14%
12%
10%
c 8%

%
o 6%
4%
2%
0%
ARB BBC CNN F24 JsC RTA SKY
Page

Figure 8. Page Penetration (PgPen) of group 3.

Table 6 is the ranking matrix of the countries of group 3; North-East African countries, comprising
only 3 countries. According to the ranking index shown in Table 6, EG is ranked first, followed by
SD and then by SO. The ranking is represented by the map graph shown in Figure 9.

Table 6. Ranking matrix of group 3.
Country | Rank (Weight) | Total | Rx (%)

1] 2] 3
OREGENO)

EG 7 o Jo 21 100

SD 0 [5 [2 ]12 57.14

SO 0 [2 |5 |9 42.86
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Ranking of Countires of Group 3

Somalia

I2 |
1

Figure 9. Ranking of countries of group 3.

Results of the last group; Arab Maghreb countries, comprising 5 countries, are shown in Figure 10.

Group 4: Page Penetration (PgPen)
(Countries of the Arab Maghreb)
EmDZ ELY =sMA “MR ETN

ARB BBC CNN F24 JsC RTA SKY
Page

Figure 10. Page Penetration (PgPen) of group 4.
Table 7 shows the ranking matrix for this group and calculates the ranking index for each country.

Table 7. Ranking matrix of group 4.
Country Rank (Weight) Total | Rx (%)

1 [ 2]3]4]5
OREONNCENGENO)

DZ 0 [o [1 [4 |2 |13 37.14

LY 7 o Jo Jo [o [35 100

MA 0 [2 [4 1 Jo |22 62.86

MR 0 [5 [2 o Jo |26 74.29

N 0 [o Jo J1 6 [8 22.86
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According to Table 7, LY comes in the first place, followed by MR, then by MA and DZ. Finally
comes TN. These results are represented in the map graph shown in Figure 11.

Ranking of Countries of Group 4

Mauritania

Figure 11. Ranking of countries of group 4.

Table 8 sorts all the 20 countries according to page penetration rate (PgPen) and ranking index (Rx).
It contains no further calculations; it only summarizes the ranking results obtained by each ranking
matrix of each group earlier.

Table 8. Sorting countries based on their Rx values.

Rank | Country | Rx (%) | Rank | Country | Rx (%)

YE 8 SD 57.14

1 LY 100 9 JO 54.29
EG 10 QA 53.06

2 SY 94.29 BH

3 SA 83.67 1 SO 42.86

4 MR 74.29 12 Dz 37.14

5 KW 73.47 13 TN 22.86
PS 65.71 AE

6 T 6571 14 oM 20.41

7 MA 62.86 15 LB 20

Finally, we represent the data listed in Table 8 in the map graph shown in Figure 12.

5.3 Discussion

Results of Internet and Facebook penetration rates shown in Figure 1 and Figure 2, respectively, show
that 50% of the Arab countries achieved more than 50% Internet penetration rate, whereas nearly 32%
achieved Facebook penetration rates higher than 50%. This shows a relatively high demand on
Internet and its resources as suggested by A. Al-Shaikh et al. [33].

Regarding the number of fans listed in Table 2, both JSC and ARB came in the first two places. Our
interpretation to these results pertains to history. JSC and ARB were the first two Arabic news satellite
channels that made a debut. This gives an intuition that users believe in the maturity of these two
channels, which is in turn reflected on the number of fans of their Facebook pages. Another
interpretation that we can make is about the nationality of the channel; except JSC and ARB, the other
channels are not originally Arab ones. They are either British, American, French or Russian, but they
disseminate in Arabic. In conclusion, Arabs prefer to get their news from pages that are natively Arabic
and not only Arabic-speaking.
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Arab Counties Ranking based on their Rx's

Syria Ii?

2

Mauritania

11

Figure 12. Ranking of countries in terms of their Ranking Indices (Rx).

According to Table 8, YE, LY and EG all share the first rank, followed by SY which came in the
second rank. This leads to conclude that citizens of Arab countries that suffered political crises, coups
or civil wars during the Arab uprising known by the Arab Spring are the top news consumers via
Facebook.

The country that comes in the third place is SA. Despite of never witnessing any political crises, SA is
leading a military coalition named the Firmness Storm against militants in YE. This is a good
explanation of being in the first ranks of news consumption.

Obviously, 13 out of 20 Arab countries recorded a ranking index (Rx) higher than 50%. In other
words, 65% of the Arab countries have more than half of their Facebook users follow mainstream
news media on Facebook and consume their news from those pages. However, there are still other
Arabic news media that have accounts on Facebook and did not take part in this study. This opens a
new research area to investigate either more news media pages on Facebook or different SNS, such as
Twitter, especially if we know that Tunisia was the country that ignited the spark of the Arab Spring.
Nevertheless, Tunisia was of the least countries that use Facebook for news consumption with a
ranking index (Rx) of 22.86%. This leads us to hypothesize that Tunisians might be using different
SNS such as Twitter. This conforms to the results of G. Lotan et al. [15], who argued that Twitter was
an important tool in spreading information in Egypt and Tunisia during their revolutions.

The same situation applies to Lebanon. Although it did not witness any unrest during the last years,
the country is affected by the Syrian revolution which is only few kilometers away from its borders.
Furthermore, Lebanon is a country known by its high levels of democracy and freedom of expression.
However, being ranked in the last place in our study hypothesizes that either Lebanese are convinced
by their local news agencies or they might be using different SNS, which in turn opens the door for a
new research area.

It is worthwhile to mention that our findings contradict to those of S. Hille and P. Bakker [24]. We
found that a relatively high percentage of Facebook users from the Arab world consume news through
Facebook. This could be also due to the current situations and circumstances that some Arab countries
are facing, stimulating Arabs to follow news on SM which constitutes a faster medium for spreading
news, especially during those accelerating events.

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed a framework to evaluate SNS. We used Internet and Facebook penetration
rates and proposed some other metrics, such as: page penetration (PgPen) and ranking index (Rx). We
also introduced techniques for ranking the pages and countries. We applied the proposed framework to
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Facebook pages of some Arab mainstream news media. We concluded that the credibility of natively
Arabic news media is higher than that of others that are non-natively Arabic from Arabs’ perspective.
Also, our findings revealed that users from countries that faced civil war, unrest, political crises, ...etc.
are the top news consumers via Facebook. Moreover, 70% of the Arab countries have more than 50%
of their Facebook users using it for news consumption. The importance of this study is that we
established a framework that could be used for evaluating Facebook or any SNS pages from different
domains. We can further analyze the contents of those pages or other pages to examine user trends.
The same study can be applied to different SNS, like: LinkedIn, Twitter, Google+, among others.
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ABSTRACT

This study reports on the construction of a one million word English-Arabic Political Parallel Corpus (EAPPC),
which will be a useful resource for research in translation studies, language learning and teaching, bilingual
lexicography, contrastive studies, political science studies and cross-language information retrieval. It describes
the phases of corpus compilation and explores the corpus, by way of illustration, to discover the translation
strategies used in rendering the Arabic and Islamic culture-specific terms takfir and takfirz from Arabic into
English and from English into Arabic. The Corpus consists of 351 English and Arabic original documents and
their translations. A total of 189 speeches, 80 interviews and 68 letters, translated by anonymous translators in
the Royal Hashemite Court, were selected and culled from King Abdullah IlI's official website, in addition to the
textual material of the English and Arabic versions of His Majesty's book, Our Last Best Chance: The Pursuit of
Peace in a Time of Peril (2011). The texts were meta-annotated, segmented, tokenized, English-Arabic aligned,
stemmed and POS-tagged. Furthermore, a parallel (bilingual) concordance was built in order to facilitate
exploration of the parallel corpus. The challenges encountered in corpus compilation were found to be the
scarcity of freely available machine-readable Arabic-English translated texts and the deficiency of tools that
process Arabic texts.

KEYWORDS

Parallel corpus, Political, English-Arabic translation, Corpus compilation, Challenges.

1. INTRODUCTION

A parallel corpus is a collection of original texts and their translations in a target language. These texts
can be aligned at different levels, such as paragraph, sentence, phrase or word level. Bilingual
concordances are used to display all the occurrences of a search term in the source language (SL)
together with their equivalents in the target language (TL). This type of corpora plays a crucial role in
research that involves two or more languages, such as machine translation, cross-language information
processing, contrastive studies, language research, language learning and teaching and bilingual
lexicography [1]-[6].

1.1 Parallel Corpora and Translation Studies

The benefits of parallel corpora to translation studies and translation activity are well recognized.
Parallel corpora are important educational tools when they are used in translation training programs, as
they provide learners with authentic examples and with a flow of language data, from which they can
discover and learn the strategies employed by translators [6].

Parallel corpora play an important role in the development of machine translation (MT) systems. There
are three approaches to machine translation: linguistic knowledge, statistical and computer-assisted [7].

The first approach is rule-based and depends on such linguistic knowledge as morphological, syntactic,
semantic and idiomatic knowledge of the source and target languages. In this approach, the source
sentence is translated into the target sentence using a parser. This parser analyses the source sentence
into its components, such as NP, VP, AdvP and PP, then replaces them with their TL equivalents with

This paper is an extended version of a short paper that was presented at the international conference "New Trends in Information Technology
(NTIT) 2017", 25-27 April 2017, Amman. Jordan.

1. A Al-Sayed Ahmad is with the English Department, University of Jordan, Amman, Jordan. Email: aliaahmadsh@gmail.com.

2. B. Hammo is with the Department of CIS, University of Jordan, Amman, Jordan. Email: b.hammo@ju.edu.jo.

3. Sane Yagi is with the Department of Linguistics, University of Jordan, Amman, Jordan. E-mail: saneyagi@yahoo.com.


mailto:aliaahmadsh@gmail.com
mailto:b.hammo@ju.edu.jo
mailto:saneyagi@yahoo.com

158

"English-Arabic Political Parallel Corpus: Construction, Analysis and a Case Study in Translation Strategies", Alia Al-Sayed Ahmad,
Bassam Hammo and Sane Yagi.

the help of a dictionary. Then, the output sentence is reorganized in accordance with the linguistic rules
of the target language.

The second approach is statistical machine translation. It analyses a parallel corpus, selects the SL-TL
patterns that coincide most frequently and uses them in the translation. For example, in such statistically-
based systems as Google Translate, parallel corpora, monolingual corpora and statistical models of their
data are heavily used to automatically render texts from one language into another [8].

The third approach is computer-assisted translation, which involves an interactive process between the
machine and the translator. Many types of computer-assisted translation software (e.g., electronic
dictionaries and translation memories) were developed to facilitate and automate the process of
translation. Bilingual and multilingual electronic dictionaries contain information about SL and TL
words, such as part of speech, pronunciation and collocations. These dictionaries can be found in
different forms: special devices (e.g. Atlas Modern Dictionary English-Arabic), computer software (e.g.
Golden Al-Wafi), smart phone applications (e.g. Britannica Dictionary), CD-ROMs and DVD-ROMs
usually sold with the printed version (e.g. Oxford Elementary Learner's Dictionary with CD-ROM) and
online dictionaries (e.g. https://www.merriam-webster.com/). These dictionaries have the advantage of
swiftly finding a query term.

One of the most precious computer-assisted translation resources is a translation memory that a company
can create for its translators. Translation memory (TM) is a repository of translated phrases, where SL
text segments are aligned with their TL equivalents. When the translator activates the translation
memory and starts to translate a new document, the TM would quickly offer him/her a suggested
translation for any SL segment that matches a previously translated one in its database. Building a
translation memory is a “process of comparing a source text and its translation, matching the
corresponding segments and binding them together as translation units” [9]. TMs save the translator’s
time and effort, particularly in translating documents of highly repeated texts, such as legal contracts.
Some websites, such as Glosbe (https://glosbe.com/), have numerous dictionaries and translation
memories that offer the user access to parallel texts in different languages including Arabic and English.

Parallel corpora have proven to be useful in developing machine translation systems. They spare time
and effort and contribute to the resolution of some translation challenges. Even though machine-
translation output is occasionally dull and literal, parallel corpora can capture subtle meanings of the
source text (ST), idiomatic expressions and metaphors [10].

1.2 Parallel and Comparable Corpora

Parallel and comparable corpora are two types of multilingual corpora. Both parallel and comparable
corpora consist of texts in two or more languages, but the first requires that there be a source language
and a translation version of the same texts. The latter, on the other hand, makes no such requirement.
The texts that it contains are merely of the same sampling frame (i.e., the same text size from the same
genres and published in the same period of time). Parallel and comparable corpora are invaluable to
translation and contrastive studies [11].

1.3 Challenges of Compiling Parallel Corpora

Developing a parallel corpus is not a straightforward task. This is due to technical and linguistic
challenges encountered at most stages of construction: text selection, conversion, segmentation,
stemming, alignment and annotation [12]-[15].

In the text selection process, it is challenging to find a large number of translated open-access texts that
are available in the desired language combination. These texts should be machine-readable, accessible
and representative samples of the use of the specific language combination [12]-[13], [16].

Moreover, some languages, such as Arabic, suffers from the scarcity and/or inefficiency of tools that
are used for text conversion (e.g., OCR), segmentation, tokenization and part of speech tagging [12]-
[13], [17]-[18].

Minority languages and languages of technologically underdeveloped countries have to overcome the
formidable challenge of automating texts alignment [17]. It is widely acknowledged that aligning a
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large amount of texts is probably prohibitively expensive [19]. That is why it is difficult to find parallel
texts of any significant size that are aligned at phrase level for any language combination. Although
Arabic is not a minority language, it is lacking in reliable text-alignment and text-annotation tools [12]-
[13], [17], [20].

The rest of this paper is organized as follows. The next section provides a brief overview of the existing
English and Arabic parallel corpora. Section 3 presents the methodology of building the corpus. Section
4 gives information about the parallel concordance. Corpus experimentation is discussed in section 5.
Concluding remarks are presented in Section 6.

2. LITERATURE REVIEW

2.1 English Parallel Corpora

Parallel corpora began to appear in 1988, when Bell Communications Research and the IBM T. J.
Watson Research Center compiled the Hansard corpus; the first parallel corpus of French and English
[19]. It included 50 million words collected from transcriptions of the Canadian Parliament debates
between 1975 and 1988 [19]. Since then, many parallel corpora projects were initiated. The corpus of
European Corpus Initiative (ECI) contains about 19 million words from French, English and Spanish
texts; the English-Norwegian Parallel Corpus (ENPC) consists of two million tokens that were culled
from original fiction and non-fiction English and Norwegian texts and their translations. The original
texts were aligned with their translations at sentence level. This corpus was aimed at carrying out
comparisons between original texts and their translations, originals in both languages, translations in
both languages and originals and translations in one language [21]. Later, the ENPC was joined by the
German-Norwegian, French-Norwegian and Russian and Norwegian parallel corpora to form the Oslo
Multilingual Corpus [21].

In the wake of ENPC, other parallel corpora that included English have been compiled (e.g., the
English-Swedish Parallel Corpus, the English-French corpus, the English-German corpus and the
English-Spanish corpus) [21]. These parallel corpora followed the design criteria of ENPC and shared
some of its English original texts [21]. The JRC-ACQUIS Multilingual Parallel Corpus included more
than one billion tokens from 22 languages [22]. In addition, the Official Journal of European
Community multilingual parallel corpus involved English-German, English-Italian, English-Spanish
and English-French aligned combinations [22]. The Open Parallel Corpus (OPUS) consists of nearly
352 million tokens in sixty European and Asian languages including Arabic [23]. Perhaps, these EU
corpora were geared more towards research in natural language processing (NLP) than in linguistics
and translation studies.

The list of parallel corpora that include English is too long to cover here. This is not the case for Arabic
however.

2.2 Arabic Parallel Corpora

Arabic parallel corpora began to come into existence only in the late 1990’s when the English-Arabic
Parallel Egypt Corpus was developed at John Hopkins University in 1999 for the purpose of facilitating
machine translation [24]. It consisted of the Qur’an in English and Arabic. Then in 2004, the English-
Arabic Parallel Corpus was compiled by Al-Ajmi [17]. It contained three million words that were
collected from the Kuwaiti World of Knowledge book series. This is a series of translated books about
a variety of topics in history, economics, arts, science and literature. In addition to the aforementioned
OPUS, a parallel Spanish-Arabic corpus was built from the annual reports of United Nations institutions
for the purpose of experimenting with alignment at sentence level [12]. Samy et al. reused tools made
for the Spanish language with Arabic texts. One year later, Samy et al. added English texts from the
United Nations documents and developed the Arabic-Spanish-English multilingual corpus [13]. The
Quranic Arabic Corpus? [25] is excellent for illustrating morphologically annotated classical Arabic.
The English-Arabic Parallel Corpus of United Nations Texts (EAPCOUNT) was compiled by
Hammouda Salhi in 2013 [26]. Finally, the Linguistic Data Consortium at the University of
Pennsylvania (LDC)2 developed several English Arabic parallel corpora from broadcast conversation

Ihttp://corpus.quran.com/
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(e.g., talk shows), broadcast news and news wires, which amount to around 40 million words.

Although these may appear like numerous parallel corpora, most of them are either proprietary,
experimental or restricted to specific text sources (e.g. News, UN documents and the Holy Quran).
They are also aligned at either paragraph or sentence level but not at phrase and word levels. Most of
them are not POS-tagged, as shown in Table 1. There is a clear need for properly-annotated Arabic
resources that translators, learners, educators, researchers and language engineers can use free of
charge.

Table 1. Examples of English-Arabic parallel corpora.

The Arabic-
Eqvot English- Spanish- | Quranic
gyp Arabic OPUS English | Arabic | EAPCOUNT LDC
Corpus
Parallel Parallel Corpus
Corpus Corpus
Size 77430 | 3million | 352million | 3million | 77430 | 55million | 40 million
(words)
Auvailability X X v v v X X
Medium Written Written Written Written Written Written Wg;toel?eﬁnd
OpenOffice.org
The World | documentation Broadcast
of conversation,
The The traditional
Source Holy Knowledge | g manuals UN Holy UN broadcast
(aseries of | including KDE | documents documents
Quran Including Quran news
translated system
books) and
messages newswires
PHP manuals
Alignment Sentence | Sentence Sentence Sentence | Sentence Paragraph Sentence and
level word
POS X X X v v X X
tagging
Stemming X v X X v X X

To fill this gap, the present study developed a freely available, human-verified English-Arabic political
parallel corpus (EAPPC) that contains more than one million words culled from His Majesty King
Abdullah 1I's written and spoken texts. To the best of our knowledge, this is the first work that aligns
English-Arabic parallel texts at multiple levels (i.e., sentence, clause, phrase and word levels). To make
this resource even more valuable, the corpus texts have not only been stemmed and POS-tagged
automatically, but also manually verified. The present corpus can be a springboard to a Jordanian
English-Arabic Parallel corpus. However, the most important limitation of our parallel corpus is that it
is restricted to the Arabic and English speeches, interviews, letters and book of one person and that the
translation was performed by anonymous translators in the Royal Court. The size of the corpus is also
a limiting factor, but the fact that this is a research in progress is a consolation.

3. BUILDING THE CORPUS
3.1 Data Selection

A preliminary survey of Arabic texts on the World Wide Web (WWW) was conducted to identify the
kinds of existing Arabic texts that were translated into English and English texts that were translated
into Arabic. The survey results showed that there were different types of texts such as UN documents,
news (e.g., Petra News Agency and the British Broadcasting Corporation's news texts), novels (e.g.,
Najib Mahfouth, Ghassan Kanafani and Agatha Cristy's) and books (e.g., on history and science).
However, most of these texts were not freely available. Furthermore, most available Arabic texts were
found in a Portable Document Format (PDF) whose conversion into machine-readable text would result
in highly corrupted content. In order to obtain high-quality textual material for the present corpus, we
considered the following selection criteria:
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1. Arabic data should be in Modern Standard Arabic (MSA) and must have an English translation.
English data should be in Standard English regardless of geographic origin and must have a
translation in Modern Standard Arabic.

The translation must not be produced by machine or non-professional translators.

The data should be available in machine-readable textual format.

The data should be representative of MSA in general or of a particular MSA genre.

Texts ought not to have been used in previous parallel corpora. This avoids duplication and opens
the way for our corpus to get integrated with previous English-Arabic parallel corpora in the future.
7. The copyright must permit corpus compilation.

N

o 0r~w

Fortunately, the required data were found in His Majesty's official website
(https://www.kingabdullah.jo/). His speeches, interviews and letters met all the selection criteria.
However, we decided to add His Majesty's book, Our Last Best Chance: The Pursuit of Peace ina Time
of Peril (2011), despite the fact that it was not available to the researcher in electronic format. This was
done for two reasons: first, to enlarge the corpus size; second, to shed light on the real problems that
are often encountered by corpus compilers when they deal with non-availability of texts.

It must be acknowledged that our corpus is limited in size and in representativeness of political
language. As it stands, this parallel corpus is a valuable asset; not only to political science and media
specialists, but also to translation specialists.

3.2 Data Description

The present corpus consists of 351 Arabic and English original documents that were translated into the
opposite direction. These documents fall into four categories: speeches, interviews, letters and one book.

Table 2. The data extracted from His Majesty's speeches, interviews and letters.

Text Speeches Interviews Letters
Time range 1999-2015 1999-2015 1999-2015
Total number of translated texts 189 80 68
English source text 131 45 0
Arabic source text 58 35 68
Translators Royal Court | Royal Court Royal Court
Range of length (words) 250-2350 308-6403 200-3050
English words 200,767 210,384 45,385
Arabic words 177,444 163,140 39,730

Table 3. The King's book.

. Our Last Best Chance: The Pursuit of Peace in a
Title ; .
Time of Peril
Publisher Viking Press
Date of publication 2011
Place of publication New York
No. of chapters 27
Chapter length (words) 2300-8194
English words 109491
Avrabic title hall Cig 6 el g ) 3 A a5
Publisher Daralsaqi
Date of publication 2011
Place of publication Beirut
Translator Shukri Rahim
No. of chapters 27
Chapter length (words) 2300-8194
Arabic words 107634
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The book was written in English and translated and published in Arabic. Tables 2 and 3 below
describe the corpus texts.

3.3 Data Extraction

After obtaining permission from the Royal Hashemite Court to use the King's speeches and writings
for non-commercial purposes, Arabic and English data were extracted from the official website of His
Majesty King Abdullah Il and from His book.

The texts on the website were initially saved in Microsoft Word document format and subsequently
into utf-8 text only format. Likewise, The English version of the book was scanned and submitted to
an optical character recognition (OCR) process to convert picture into text. This process is relatively
fast, yet its product is not without inaccuracies. Therefore, the converted text had to be manually
checked and edited. OCR was only possible for the English version of the book, but not for the Arabic
one. Available OCR tools were not capable of satisfactorily converting the Arabic version of the book
into any electronic text format. Thus, the Arabic version was manually retyped, checked and saved in
text format to render it ready for machine processing.

3.4 Data Processing

Data processing involved six stages: metadata annotation, text segmentation, tokenization, alignment,
stemming and POS tagging. These processes were completed primarily by the researchers with one
checking and verifying what the other had done and ensuring consistency. On occasion, verification
was sought from experts at the Arabic and English departments at the university of the researchers. As
this verification was not methodical, it is the intention of the authors to conduct a systematic inter-
annotator agreement study and to convert the current corpus into a gold standard that is thoroughly
human-verified and validated.

3.4.1 Metadata Annotation

Metadata include text title, author, year, era, category, occasion, region or place and source language.
All texts in the corpus were annotated with these eight metatags.

3.4.2 Text Segmentation

Segmentation is the process of splitting a text into smaller segments, such as paragraphs, sentences
and clauses[27]. Segmenting a text allows search terms to find matches and renders texts ready for
analysis [22].

Identification of sentence boundaries in the source texts (ST) and their matches in the target texts (TT)
is a major challenge for the segmentation process. This is because the boundaries do not always
correspond. The relations between text segments and their translations are not always in one to one
correspondence. One sentence in one language might be translated into one sentence or two sentences,
as illustrated in Table 4; or two sentences in ST might be translated into one in TT, as shown in Table
5. Besides, there are many examples where a clause corresponds to a sentence, as demonstrated in Table
6. Therefore, text segmentation is manually carried out at sentence, clause and phrase levels. This is
done in order to obtain the best matching between ST and TT segments.

Sentence length is another issue that was taken into consideration during the segmentation process.
Many lengthy sentences in ST corresponded to long ones in TT, so they were segmented into smaller
meaningful chunks that would potentially recur in other texts. This was done after satisfying the best
matching constraint. These chunks are similar to what Andrew Pawley calls ‘conventionalized sentence
stems'[28]. This makes our corpus of particular value to language learners, as they can easily recognize
and learn authentic instances of sentence stems together with their translations.

3.4.3 Tokenization

Tokenization is carried out manually. Word boundary identification during the tokenization process is
also a challenge. Idiomatic expressions are often treated as single dictionary entries; hence they are at
the same rank as words. In many cases, two or more words are kept together as one token. This is
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Table 4. One ST sentence corresponds to two TT sentences.

Source Line Arabic sentence English sentence
(ST (TT)
I received your letter of resignation,
s M) ilEiL) QS il a3, | i Which you articulate what is well
cLaiil 5 ¢ 5 ope sl 4% e Lee | KnOWN to us of your loyalty, of your
L etter of Gl sl a5l e g ya s | SNSE OF belonging and of
re-designation to 7 | @ s DAl A sl Jens responsibility, sincerity and
Ali Abul Ragheb & Y Gaiad e b 35 £V | excellence.
ot} el s sall Jaall Go L | gych performance has been
o »anll 7 5,40 5054 =l ac) & | demonstrated in the execution of
your duties.

Table 5. Two ST sentences correspond to one TT sentence.

Letter of re-
designation to
Ali Abul
Ragheb

aall e Al yeall
sl 5 ol

Source Line English sentence Arabic sentence
(ST) (TT)
| went to study international relations UL P Wil TPUIH
at Pembroke College, Oxford. L Cypdaal S 3 Sl Axals
The King's | spent a year among the grassy b Al Sl )
book 110 |quads and honey-colored stone Sl all el s 31 6 A
Chapter 5 buildings of that venerable sl Al o) sl
institution, studying Middle Eastern | o ‘el Oslll S48 1 4ay)
politics. ol AE alal) 7 juall Ay
Table 6. One ST clause corresponds to one TT sentence.
Source Line Arabic clause English sentence
(ST) (TT)
sl el Gwe e el 3 s | We herewith express our deep
3l (e 4 Sall oda adiia L | pride in what this government has
8 e claad e dd Gaai e accomplished and the challenges

it has faced, whether locally,
regionally or internationally.

Oe U pala JS8y Sallas gl Ll
CLAEY) ] 8 aged 5 Jas
Al A dde b i ) dgld )

ASAL 5 e i sall

In particular, we extend special
gratitude to all those who worked
and contributed to the successful
completion of the parliamentary
elections, which we wanted to be
conducted with utmost integrity

and transparency.

because a single token in Arabic might correspond to a phrase in English (e.g.,03% corresponds to the
phrase “make up ™). On the other hand, a single token in English might correspond to two or more words
in Arabic (e.g., “cousins” corresponds to 4 seall cll),

3.4.4 Alignment

Accurate alignment is crucial for extracting information out of a parallel corpus. It enables users to
easily and swiftly find equivalents of search terms or phrases. For example, when the user types a search
term in one language, the concordance displays all occurrences of this word in that language. It also
displays all the aligned equivalents in the target language. The results can be then extracted and

analyzed [29].
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To automatically align the corpus texts, SDL Trados WinAlign 2011 was used as an alignment tool.
However, the output was unsatisfactory. Furthermore, WinAlign altered the predesignated text
segmentation. Given the particular importance of alignment to the parallel corpus, it is regarded
essential to manually verify its accuracy.

The text alignment was carried out at sentence, clause, phrase and word levels. However, it was not a
straightforward process either. There were in the data some instances where lines in ST were left
untranslated (see Table 7). Similarly, some texts in TT were inserted without any correspondence texts
in ST (see Table 7). These phenomena created alignment problems.

Table 7. Examples of untranslated lines.

Line ST TT
(His Majesty’s Speech at the Opening Session of the
World Economic Forum, 20-May-05)

1 No English equivalent GV oSy Slal s cpSile DL
Thank you Professor Schwab. No Arabic equivalent
And thank you all lases 1 SN

To solve these problems, the lines with no equivalents were either deleted or attached to a neighboring
line if they had significant contribution to the text.

The words in ST were manually matched to their equivalent words or phrases in TT to create a bilingual
terminology list which would be useful for compiling bilingual dictionaries. Alignment at word level
was more complex due to word order differences between Arabic and English. Words with no
equivalents were left unaligned.

3.4.5 Stemming and Lemmatization

Stemming and lemmatization are beneficial for information retrieval. They reduce multiple word forms
to a single word type. This multiplies the chance that the corpus users find more words that are
morphologically related to a search term.

The Arabic light stems, roots and lemmas were automatically extracted using MADAMIRA. Its
accuracy was reported in the literature to be respectable [18]. Then, the lemmatized texts were manually
verified. English words were stemmed using the Porter stemmer [30].

3.4.6 Part of Speech Tagging

POS is of paramount concern to the linguist who wants to know how language works and how it is used.
Hence, corpora are often annotated with POS. Hunston (2002) argued that POS tagging is a fundamental
step in corpus exploration [5]. She stated four reasons for this. First, POS tags allow the search to be
restricted to specific POS instances of a given word (e.g. searching the corpus for the noun instances of
the word play). Second, they help identify the frequent collocates of a search term (e.g. outdoor, creative,
imaginative and pretend usually collocate with the noun play, while brilliantly, excellently, superbly,
well and badly collocate with the verb play). Third, POS tags allow the frequency comparison between
words in different categories or genres within the corpus. Finally, POS tags enable researchers to
discover the common word-class in each corpus category.

In the present corpus, Arabic words were automatically POS-tagged using MADAMIRA[18] and then
manually verified.

3.4.7 Corpus Structure

EAPPC consists of Arabic and English sub-corpora, each of which is further divided into two sub-
corpora that contain ST and TT in each language, as illustrated in Figurel.

4. BUILDING A PARALLEL CONCORDANCER

We built a parallel concordancer which consisted of two parts: the application through which the end-
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user interacts with the corpus as shown in Figure 2 and the database which stores the parallel corpus

(See Figure 3).

Selection

Era: | Contemporary v Category: | Chapterin Book

EAPPC
(1,053,975 words)

Arabic sub-corpus

(487,948 words)

English Slllb-COI"pUS
(566,027 words)

Arabic ST

Texts that were
delivered in Arabic

(186,625 words)

Arabic TT

The Arabic translations

L—{ of the texts that were

delivered in English
(301,323 words)

—— of the texts that were

English ST

Texts that were
delivered in English

(327,438 words)

English TT

The English translations

delivered in Arabic
(238,589 words)

Figure 1. EAPPC structure.

Collocates

® word () Stem

'J Language: () Arabic () English Apout |
m | RootiStem Derivatives v

Figure 2. Parallel concordancer interface.

The first step in building EAPPC was the preparation of the annotated texts. All the required data were
manually arranged in three Excel sheets and then exported to a relational database as shown in Figure

3.

Documents
¥ docid
title
author

year

era
category
occasion
region

Postings
@ postid
pdocid
plineid

TextLines
% tdocid
7 tlineid
ArContext
EnContext

u

Arword
Arstem
ArRoot
ArPOs
ArPattern
EnWord
Enstem
EnPOS

Figure 3. EAPPC relational database.

This relational database consists of three tables:

1. Documents Table, which stores information about each collected document (1 entry per
document). A Document can have many text lines.

2. Text Lines Table, which stores the words of each text line in a document. Each entry (1 entry
per text line) contains an ST line and its aligned equivalent TT line. A text line of each
document can have many postings.

3. Postings Table, which stores information about every word in each text line (i.e., SL and TL,
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English and Arabic). This includes the word itself, its stem, root, lemma and part of speech
tag.

The concordance was developed using Eclipse as an integrated development environment running the
Java 1.8 programming language. Both Eclipse and Java are open source software packages available
for free.

5. CORPUS EXPERIMENTATION

Parallel corpora can be used to study different aspects of language, such as the features of source and
target languages, the influence of SL on TL, the translation strategies used and the ideology and style
of individual translators [31]-[34]. Furthermore, translators may learn strategies from parallel corpora
and use them in their translation tasks [35].

Translating political texts has been labeled a complex activity [36]-[38]. Translators of such texts
attempt to maintain the ideological and cultural aspects of the ST during the translation process [36],
[38]. Hence, translators need to use the translation strategies and techniques that would enable them to
preserve the ideology of the SL text and to cope with translation problems that surface during the
translation process [38]-[39]. One of the problematic issues that often encounter translators is the
translation of non-equivalence, particularly when a given concept is either unknown in the TL (a
culture-specific concept) or known but is unlexicalized. Baker (1992) listed seven strategies that
translators use to render non-equivalence [39]:

Using a hypernym.

Using a more neutral/ less expressive term.
Cultural substitution.

Using a loan word or a loan word plus explanation.
Paraphrasing.

llustration and exemplification.

Omission of the problematic concept.

Nogak~wdE

In order to demonstrate the EAPPC’s utility in translation studies, the corpus was used to investigate
how different Royal Court translators rendered the Arabic and Islamic culture-specific terms _s<s
(takfir)and =S5 (takfirT ) in the speeches, interviews, letters and book of His Majesty King Abdullah
I, since this is an Arabic term that illustrates non-equivalence in English.

5.1 Methodology

This research uses EAPPC, classical and modern Arabic dictionaries, such as, Al-‘ayn ¢x=l(786 CE),
Mu‘jam MagqayTs Al-lugah(1004 CE), Al- mufradat fi Garib Al-qur’an(1109 CE), Lisan al- ‘arab(1311
CE) andMu ‘jam Al-luga Al-‘arabiyah Al-mu‘asirah(2003 CE)>.

First, the Arabic dictionaries were consulted in order to determine the meaning of the word <5 (takfir)
and =SS (takfirT). Next, the EAPPC corpus was explored using the Arabic root S (kfr) as a query
term. The parallel corpus concordance displayed, in the keyword in context (KWIC) style, all
occurrences of the term along with their translations. However, the query terms are not highlighted so
that the user can easily and swiftly identify them on the screen, but we are working on a better version
and it will be highlighted. Moreover, information about the text, if it is a source or a target one, is not
explicitly provided. The displayed data were then exported to an Excel spreadsheet and analyzed.
Finally, the study used Baker's taxonomy of translation strategies to analyze the data and to discover the
adopted translation strategies.

5.2 Findings and Discussion

The term _xS3 (takfir) is an abstract noun derived from the verb of intensification, kaffara, while the
term S8 (takfirT), often used as a substantive adjective (i.e., a noun), is derived from the noun_sss
(takfir). Takfir has multiple senses in dictionaries. See Table 8.

2http://lisaan.net.
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The majority of these senses have changed over time and only one sense has survived. Table 8 shows
8SS (takfir) to have had the meanings of abasement, submissiveness, obeisance, wearing armor,
expiation of sins, nodding and enthronement. Only expiation, however, has survived the ravages of
time. Additionally, Mujam Al-luga Al-‘arabiyah Al-mu‘asirah reflects our modern conception of (s_sSs
(takfir1 ) as the “attribute of ascribing apostasy to others”.

Table 8. Senses of the term _sSS (takfir).

Sense Dictionary
“Nodding’ 4sl_» ) $& | Al-‘ayn cusl
“Enthronement”z i <llall &3 66 | Al-‘ayn ol

“Abasement, Submissiveness g s<adll 5 JA)

Lisan al-‘arab

“Bowing” il $lasy)

Lisan al-‘arab

“Covering” aihaai y e LA yiu

Al-mufradat fi Garib Al-qur’an

“Covering the body with 43l & & jadll 5 o
weapons”

“Expiation” W saai gl &ulaall i

£ R o s 4l GBI i ol Gl gl o 50
“Offering obeisance”

pae o) ORI ) il 5 Blanll Canii 32205 Aol 3 iS5 Aclen
“Takfiri group: extremists who call 4830 sl il lasy)
people apostates”

Lisan al-‘arab

Lisan al-‘arab

Lisan al-‘arab

Mu‘jam Al-luga Al-‘arabiyah Al-
mu ‘asirah

Using EAPPC,we searched for the Arabic root (_sS) “kfr” in order to retrieve all the occurrences of the
terms =SS and eSS, Seventy-seven instances of derivatives of this root have been used by His
Majesty. Their distribution in the corpus is shown in Figure 4 below.

Num | Category | Word || Stem||Root | Frequency |
1 Chapter in Book 45 3 N
2 Speech 18 25 F
3 Interview 15 20 '
Searching: Era [ Contemporary ] Root [ ,28 ] ==> Found [ 3 ] Different Item

Figure 4. Search results of the root S (kfr) in the parallel corpus.
Seventy instances of these relate to the terms _sS3 and <5 as shown in Table 9.

Table 9. Distribution of S (takfir) and 5SS (takfirT) instances in the parallel corpus.

Term Speeches | Interviews | Book Total
_ASS takfir 21 6 3 30
OESS takfIrTyTn/ O s 8SS takfirTylin - 3 24 27
S 8SS takfirT 1 8 - 9
4S5 takfirTyTah - - 4 4
Total 22 17 31 70

In order to examine how each instance of the terms LSS (takfir) and £S5 (takfirT ) were rendered in
Arabic and English, it is important to discover the translation strategies that were used by the King’s
translators. In English ST, the terms =SS (takfir) and S5 (takfirT ) were used as loanwords as

illustrated in Figure 5.

The term S5 (takfir) in the Arabic ST component of the EAPPC occurs three times in one interview
and 15 times in five speeches. In the English ST component of this corpus, the loan word fakfir occurs

three times in one interview, six times in six speeches and three times in one chapter in the book.
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Selection ~ Collocates
Era: |_ Contemporary E: Category: |_ All TJ Language: (®) Arabic () English
() word () Stem @ Root Il searci [ Export to Excel | m Lined || LineV |
Docld Lineld Year | Title | English Context | Arabic Context |
Interview with His and basically,_takfir c Szl éi__.::__ng_!_\_!fg E
Majesty King Abdullah | ideology if you don't et Sy
11 By Joachim Preuss, | agree with me, I have e el 13 ail laslae
IN25 73 2006 Gerhard Spoerl and the right to kill you, ol 98 (el 55 o=
Volkhard Lzl
Windfuhr For Der
Spiegel
Interview with His In my discussions with 2o eilidlio  ndg
Majesty King Abdullah | the Muslim Lid ol vanll Olg=yl
11 By Joachim Preuss, | Brotherhood here is I ppindle ol asicl Y )
N25 75 2006 Gerhard Spoerl and don't believe that the wSpatall Sally Salis
Volkhard majority of you are
Windfuhr For Der takfir, L
Spiegel v

Figure 5. Examples of the term _siSS (takfir) and s S5 (takfir ) in His Majesty's English ST.

EAPPC evidence shows that translators adopted these strategies when rendering S8 (takfir) from
Arabic into English: the use of loan words, loan words plus explanation, English equivalents and English
equivalents with the TL terms between brackets. In many instances, translators would introduce the loan
word takfir with an explanation (e.g. calling others apostates) and then use it without explanation in
subsequent occurrences, as shown in the following example from an interview given by His Majesty on
22 April 2006 to Al Sabah Al Jadid Newspaper:

ST (Arabic):
"l il () 58 plaiall Lal) Ll A Sl il jlas e lea) G35 s LS e
3Rl 8 Al Y1 clelaadl (e (iagione Linpal i ¢l g oyl aa it LY " @
TT (English)
e "This declaration condemned the practice of takfir (calling others apostates) that extremists
use to justify violence."
e "And because we stand against extremism and takfir, we have become targets of terrorist
groups in Iraq,”

Another strategy for rendering _sSS (takfir) from Arabic into English is translation by TL equivalents,
as illustrated in the following examples from His Majesty’s speech at the opening session of the
International Islamic Conference on 4 July 2005:

ST (Arabic):
" lee il (e alue (gl €I ) g aac "

TT (English):
“and that declaring any one of them an apostate is unacceptable.

Another strategy is using a TL equivalent with the loan word between brackets. For example, translators
paraphrased LSS (takfir) as apostasy and used the loan word fakfir between brackets, as demonstrated
in the following example from His Majesty’s speech at the opening of the third extraordinary session
of the Islamic Summit on 7 December 2005:

ST (Arabic):
Mand gl Gaall Ul s QLY g SN ags ol s DAY 5 A8l s s aillal) Gaila e BV axe Y

TT (English):
“The absence of consensus on these two issues has led to divisions and differences, accusations of
apostasy (takfir) and internecine fighting.”.

Analysis shows that translators tended to use English equivalents strategy most often when rendering
the term LSS (takfir) from Arabic into English as shown in Table 10.
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Table 10. Frequencies of _sSs (takfir) translation strategies from Arabic into English.

Translation Strategy Frequency
The use of loan words 2
Loan words plus explanation 2
English equivalents 12
English equivalents with the TL 2
terms between brackets
Total 18

The term takfiri is the adjectival form of takfir that is often used as a noun. The corpus offers 40 such
instances. Twenty-eight of them occur as loan words in His Majesty's book and one in an English
interview. In the subcorpus of Arabic STs, on the other hand, takfirt occurs 10 times in four interviews
and once in a speech. Moreover, the corpus evidence shows that thirteen occurrences of the term (s _sSs
(takfiri) in the Arabic subcorpus are adjectives and twenty-seven are nouns.

The loan word takfiri in English ST texts was rendered as =SS (takfirT), 4,8S5 (takfirfyah), om oSS
(takfirTyin) or (takfirTytin) 052485 in Arabic in accordance with the requirements of syntactic inflection.

In some instances, the word takfiri is not found in the ST text but the translator understood that it was
intended. In such a case, the translator made it explicit by using takfiri in the TL text, as shown in the
following example from His Majesty’s book, Our Last Best Chance (2011):

ST (English):
“and we helped the Americans understand what to look for”
TT (Arabic): ;
" oSl e Gyl 8 (S Y] Lise L "

‘and we helped the Americans recognize takfiris’

In other cases, the author referred to the word takfiri by using an anaphoric pronoun. In this case, the
translators explicitly used the equivalent word s _sSS (takfiri), as illustrated in the following example
from His Majesty’s book, Our Last Best Chance(2011):

ST (English):
“Islam celebrates life; they seek to destroy it.”
TT (Arabic):

Mlgle elialll 5 W e o &g SN 00 3 Y elgd gy g Al Blad) A3LY) iy S8
‘Even though Islam respects and protects human life, takfiris do not hesitate to destroy it and quell
it
Although the term LSS (takfir) has been translated into English using multiple strategies, (s _#S5 (takfiri)

has only been rendered using the loan word strategy, as shown in His Majesty’s interview on 22 April
2006 given to Al Sabah Al Jadid Newspaper:

ST (Arabic): ‘

Mgl Y1 a8 e sd) JS sl 4dal 53k Lo s S Sl s "
TT (English):
“Takfiri thought found feeding ground for its aims that are alien to true Islamic ethics and values.”

To sum up, translators tended to render the loan words takfir and takfirt from English into Arabic by
using the same terms as they are Arabic in the first place. On the other hand, when they translated into
English they employed several strategies: translation using loan words, loan words plus explanation,
translation by TL equivalence and translation by equivalents with the loan word between brackets.

6. CONCLUSION

This study has described the construction of EAPPC. The ultimate aim of EAPPC is to provide
translators, learners, educators, researchers and language engineers with a freely available tagged
parallel corpus whose annotation has been manually verified. To illustrate its utility, we have carried
out an experiment that examined the translation strategies used in rendering a culture-specific term. The
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results demonstrated the ease with which knowledge about translation strategies can be gained from
this parallel corpus.
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ABSTRACT

This work implements the Firefly algorithm (FA) to find the best decision hyper-plane in the feature space. The
proposed classifier uses a cross-validation of a 10-fold portioning for the training and the testing phases used
for classification. Five pattern recognition binary benchmark problems with different feature vector dimensions
are used to demonstrate the effectiveness of the proposed classifier. We compare the FA classifier results with
those of other approaches through two experiments. The experimental results indicated that FA classifier is a
competitive classification technique. The FA shows better results in three out of the four tested datasets used in
the second experiment.
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Swarm-based algorithms, Binary classification problems, Firefly algorithms.

1. INTRODUCTION

Classification means using the characteristics of an object to identify to which set of predefined
classes it belongs. The classification problem has many applications, such as: medical diagnosis, news
filtering, document retrieval, opinion mining, email classification and spam filtering.
Binary classification is the problem of classifying a new input instance to be in one of two classes. For
example, a received email is classified into either a spam or a non-spam. Another example of binary
classification is when a patient is diagnosed either to be infected or not infected with a specific disease

[1].

A classification technique can use a training dataset to learn how it can classify new instances. The
training dataset consists of a set of training examples. Each example is a pair of an input vector of
features and the desired output class value. The classification has two phases; a learning phase and a
testing phase. In the learning phase, the category of an instance is identified according to its closeness
of instances in the training data. A classification model is usually generated by identifying the feature
values in the training data instance to one of the predefined class labels. In the testing phase, this
classification model is used to explicitly select a particular class for the new instance data.

A classification algorithm can be used to identify a mathematical model to classify a new instance. A
linear classification is a type of classification that uses a polynomial function of degree one to classify
the new data.This linear degree function is a hyper-plane. In general, a hyper-plane of n-1 dimension
is the separator in the n-dimensional space. For example, in the 3-dimensional space, the hyper-plane
becomes the 2-dimensional plane. In the 2-dimensional space, the hyper-plane becomes thel-
dimensional line. This hyper-plane in binary classification is used to separate the data samples in two
different places in the feature space. Equation (1) below shows the general hyper-plane with n
dimensions [2]:

WiX1 + WXy + o+ WXy + Wyp1Xpe1 =0 @
where w; = (wy, Wy, ..., wp, Wy1q) is the weight vector and x = (xy,X, ..., Xn, Xn41) IS the feature
vector. Note that n is the dimensions of the hyper-plane and it represents the number of features. In the

linear classification, we use a hyper-plane to split the data between two classes.The points in the
feature space of n dimensions which are located above the hyper-plane belong to one class and the
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other points that are located below the hyper-plane belong to the second class. All points in the feature
space of n dimensions that are located in half spaces above the hyper-plane are mathematically greater
than zero when their values are substituted in Equation (1). In other words, they are all points that
satisfy the inequality (2) to true while all other points that are located in half spaces below the hyper-
plane are mathematically lesser than zero when their values are substituted in Equation 1.

WiXxq + WyXy + o+ WX, + Wy Xpe1 >0 2
A binary linear classifier is formulated mathematically using Equation 3.
h(x,w,wy) = sign(x.w + wy) ; (3)

where X is the features vector, w is the weights vector and wy, is the base of the hyper-plane. Note that
sign is a function which returns 1 when x. w + w,> 0 and -1 when x. w + w,< 0. The (.) is dot vectors
multiplication. Algorithm (1) shows a pseudo-code to classify data with two categories using the
hyper-plane equation function. Class A represents one class and class B represents the other class in
the binary classifier.

Algorithm 1: Linear Classifier
1: "

X = Z(Wixi)

=1
If x>0 then
Return Class A
Else If x <0 then
Return Class B
End if

Algorithm 1. Linear classifier.

The algorithm first calculates the instance features values using Equation (1). The obtained result is
used to locate the instance on the hyper-plane by comparing it with zero as a threshold.
The main classification methods can be categorized as follows:

— Decision Trees: a decision tree is a hierarchical decomposition of training data. A decision
tree is made of decision nodes and leaf nodes. Each decision node has a condition over an
attribute value. This condition is used to divide the data space into a number of branches. A
leaf node represents a class that represents the decision result. The decision tree is used to
classify testing data [3].

— Rule-based Classifiers: in a rule-based classifier, a set of IF-THEN rules are used for which
the left hand side (LHS) is a condition on the feature set and the right hand side (RHS) is the
predicted class label. For a given test instance, we determine the set of rules for which the test
instance satisfies the condition on the LHS of the rule, then use them to determine the
predicted class. Sequential Covering Algorithms (SCA) strategy is the most used strategy to
induce rules from the training data. It learns a rule from a training set (conquer step), then
removes from the training set the examples covered by the rule (separate step) and recursively
learns another rule which covers the remaining examples [4].

— Support Vector Machine (SVM) Classifiers: SVM classifiers attempt to partition the data
space with the use of linear or non-linear drawing between the different classes. The goal in
such classifiers is to find the optimal boundaries between the different classes. In linear SVM,
the optimal hyper-plane is the one that minimizes the accuracy error and maximizs the
geometric margin. The geometric margin represents the minimum distance of the training
samples of both classes from the separating hyper-plane [5].

— Neural Network Classifiers: a neural network (NN) classifier consists of units arranged in
layers. Each unit takes an input, applies a liner or nonlinear function to it and then passes the
output to the next layer. Each node is consisting of a set of input values (xi) and associated
weights (wi). These weightings are tuned in the training phase to adapt a neural network in the
learning phase [6].

— Bayesian Classifiers: Bayesian classifiers are probabilistic classifiers which apply Bayes'
theorem. This model is then used to predict the classification of a new instance. The simplest
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Bayesian classifier is the naive Bayesian classifier (NBC), which assumes that the input
features are conditionally independent of each other [7].

Swarm intelligence algorithms imitate the behaviour of the swarm to obtain the optimal solution for
different kinds of problems [1]. It is inspired by the collective behavior of swarms (e.g., ants, bees and
a flock of birds). In the swarm, each agent interacts with other agents in a self-organizing behavior.
Examples of such algorithms are: particle swarm optimization, firefly algorithm, bat algorithm and ant
colony optimization [8], [22] and [32].

One of the recent swarm intelligence algorithms is firefly algorithm (FA). In this paper, FA is used as
a binary linear classifier. It is used as a search algorithm to find the best weight vector of the hyper-
plane classifier. The proposed algorithm is compared with five of the state of the art algorithms in
terms of accuracy. The rest of this paper is organized as follows: Section 2 presents firefly algorithm.
Section 3 shows a literature review of some of the classification techniques. The methodology used
and the proposed firefly classifier are described Section 4. Section 5 considers the experimental results
using five binary datasets. The discussion and a comparison with the state of the art methods are
presented in section 6. Finally, we sketch the conclusion and the future work in Section 7.

2. FIREFLY ALGORITHM

FA is inspired by the flashing behaviour in the matting phase of fireflies' life cycle in nature. It is
developed by Xin-She Yang at Cambridge University in late 2008 [9]. The fundamental function of
flashing light in fireflies is to attract a mate. A male or female firefly light glows brighter in order to
make itself more attractive for a mate. The FA algorithm is presented in algorithm (2). FA uses the
following three rules [11]:

— Afirefly is attracted to other fireflies regardless of their sex, because all fireflies are unisex.

— Attractiveness is proportional to their brightness, thus for any two flashing fireflies, the less
bright one will move towards the brighter one. Both attractiveness and brightness are
decreasing as the distance between the two fireflies increases. If no one is brighter than a
particular firefly, then it moves randomly.

— The brightness or light intensity of a firefly is determined by the objective function of the
optimization problem.

Algorithm 2: Firefly Algorithm
: Initialize parameters a, B, y, t=0, Bs=0
P© = InitializeFA() // Initialize Randomly Firefly population
While t < Max-Iteration do

FitnessFA(P®) // calculate fitness value for each solution
Bs = BestFA(P®) // order population then find best solution
Pt = MoveFA(P®) /I Firefly movement

t=t+1

a® = NewAlpha //calculate new alpha value
End While
0: Output Bs

HoeoNoaRrwNE

Algorithm 2. Firefly algorithm [10].

In Algorithm 2, alpha (a) is the random movement parameter that controls the step length of the
random movement, vy is the fixed light absorption coefficient, B is the brightness, t is the iteration
number and Bs is the best solution.

InitializeFA() function in line (2) is used for initializing the fireflies' population randomly, where each
individual contains two attributes; a position and a fitness. The while-loop (lines 3-9) starts with the
FitnessFA function in line (3) which is used to calculate the quality of all population solutions. Then,
BestFA function in line (5) is used to sort the population of fireflies according to their fitness values.
After that, the MoveFA function in line (6) is used to perform a move of the firefly position (the details
are presented in algorithm (3)) [11]. Finally, the NewAlpha function in line (8) is used to decrease the
initial value of parameter alpha (a) as the iteration increases. The firefly search process is repeated
until we reach Max-Iteration steps. After the loop is terminated, the best solution is obtained [10].
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Algorithm 3: MoveFA(P®)
Fori=1Tondo// nispopulation size
Forj=1Tondo

1

2

3:  x, = P® position // array of positions for firefly I at t iteration
4 x;= P®.Pposition
5-
6
7

P-(t+1) — P(t)
If(f(x;)<f(x;)) then //f is attractiveness function

rij =

8: /I move firefly i towards j

9 xttl= xfy ,Boe‘”izf(xj —x;) + a;(rand — 0.5) // rand is a random
number

10: Pi(t“).position = xftt

11: End if

12: End For

13:  End For

14: Return(P®D)

Algorithm 3. Firefly movement.

Algorithm 3 shows the steps for the function MoveFA, where line (6) tests the attractiveness
(brightness) between two fireflies using the fitness function to determine which firefly is moving and
to which one. The details about the fitness function are shown in algorithm (4). The firefly with less
brightness will move towards the brighter firefly. The ry; in line (7) is the distance between any two

fireflies i and j at x;and x; positions which is calculated using the Cartesian distance. x; is the kth
component of the spatial coordinate x; vector of i firefly and xji Is the k™" component of the spatial
coordinate x; vector of j" firefly.

The new position x{** of the moving firefly i at t+1 iteration is calculated by line (9) where the step
size of the moving firefly i depends on the last two terms which are added to the current position for
firefly i at t iteration. The second term is used to control the step size due to the attraction of a firefly
towards the intensity of the light (brightness) by neighboring fireflies. Brightness here is inversely
proportional to the distance between the two fireflies due to exponential function characteristics.

The brightness is decreasing as the two firefly distance increases. The third term is a randomization
vector of random variables, where a is the random movement parameter that controls the step length
of the movement. Note that f is the attraction factoratr; = 0 and vy is the light absorption
coefficient. For most cases B, = 1, a € [0, 1] and y = 1 [11]. Finally, line 14 returns the new
population after the movement phase is completed.

In this paper, we propose a novel FA to be used as a binary linear classifier. The hyper-plane that
separates the data into two classes by searching for the best values of a weight vector using Equation
(1) is used for the classification decision. The proposed classifier is evaluated on five datasets. Then, it
is compared with other classification techniques [12,13]. We use FA for many reasons. Firstly, FA is
efficient, because it does not need complex computations and has a limited number of parameters.
Moreover, FA is a stochastic meta-heuristic algorithm that can be applied for solving the optimization
problems. Thirdly, since firefly algorithm is population-based meta-heuristic, it improves multiple
candidate solutions to guide the search [10].

3. LITERATURE REVIEW

There are many classification techniques to generate classifiers: particle swarm classifiers [12],
decision tree classifiers [14] and artificial neural network (ANN) classifiers [15]. In this literature
review, we present a summary of selected work on using swarm intelligence and ANN for
classification.
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Sousa et al. [12] proposed the use of Particle Swarm Optimizer (PSO) as a new tool for classification.
Three different particle swarm algorithms were implemented and tested against genetic algorithm and
tree induction algorithm (J48). The results proved that PSO is competitive when compared with the
other techniques.

Zahiri and Seyedin [16] proposed an Intelligent Particle Swarm classifier (IPS classifier) for finding
the decision hyper-plane to classify patterns of different classes in the feature space using PSO
algorithm. The IPS classifier used an intelligent fuzzy controller which was designed to improve the
performance and efficiency of the proposed classifier by adapting three important parameters of PSO
(swarm size, neighbourhood size and constriction coefficient). Three pattern recognition problems
with different feature vector dimensions were used to demonstrate the effectiveness of the proposed
classifier. The experimental results showed that the performance of the IPS-classifier is comparable to
or better than the k-nearest neighbour (k-NN) and multi-layer perception (MLP) classifiers. In another
work, Martens et al. [17] proposed a new ant-based classification technique named AntMiner+. The
key difference between the proposed AntMiner+ and the previous AntMiner versions is the use of a
better performing MAX-MIN ant system. Furthermore, AntMiner+ controlled the commonly
encountered problem in Ant Colony Optimization (ACO), which is setting the parameters as the new
method automatically sets the algorithm parameters. The experiments showed that AntMiner+
accuracy is superior when compared to the other AntMiner versions and that its results are competitive
or better than the results achieved by other classification techniques.

Assarzadeh et al. [18] introduced Harmony Search Algorithm-based classifier. The experimental
results showed that the performance of the HS-classifier is better than the k-nearest neighbour
classifier, particle swarm, genetic algorithm and imperialist competitive algorithm-based classifier.
Mantas and Abellan [13] presented a modified version of C4.5, called Credal-C4.5. The modified
version of C4.5 used an imprecise probability based on mathematical theory and uncertainty measures.
Credal-C4.5 estimated the features probabilities and the class variable using imprecise probabilities. It
used imprecise information gain ratio which is a new split criterion. Credal-C4.5 built smaller and
better performance trees than the classic C4.5 classifier.

Gandomi et al. [19] introduced FA for solving mixed continuous/discrete structural optimization
problems taken from the literature regarding welded beam design, pressure vessel design, helical
compression spring design, reinforced concrete beam design, stepped cantilever beam design and car
side impact design. The optimization results indicated that FA is more efficient than other meta-
heuristic algorithms, such as particle swarm optimization, genetic algorithms, simulated annealing and
differential evolution.

Durkota [20] used a modified version of FA to solve the class of discrete problems named Quadratic
Assignment Problems (QAP), where the solutions are represented as permutations of integers. In this
algorithm, the continuous functions like attractiveness, distance and movement are mapped into newly
developed discrete functions. The experimental results were obtained on 11 different QAP problems.

Sayadi et al. [21] proposed a new discrete firefly meta-heuristic for minimizing the make span for the
permutation shop scheduling problem. They compared the results of the proposed algorithm with those
of other existing ant colony optimization techniques. The results indicated that firefly algorithm
outperforms the ant colony for some well-known benchmark problems.

Jati [23] applied FA on the symmetric traveling salesman problem. In this algorithm, a permutation
representation is used, where an element of the array represents a city and the index represents the
order of a tour. The firefly move is generated using inversion mutation. The simulation results
indicated that the proposed algorithm performed very well for some traveling salesman problem
instances when compared with other memetic algorithms.

Alweshah [24] proposed a hybrid firefly algorithm with artificial neural network (FA-ANN) for time
series problems. The hybrid approach is tested on 6 benchmark UCR time series data sets. The
experimental results revealed that the proposed FA-ANN can effectively solve time series
classification problems. In another work, Alweshah and Abdullah [25] proposed a method that
hybridizes the firefly algorithm with simulated annealing (SFA). They also investigated the
effectiveness of using Lévy flight within the firefly algorithm (LFA) to better explore the search space.
Moreover, they integrated SFA with Lévy flight (LSFA) to improve the algorithm performance. The
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algorithm was tested on 11 standard benchmark datasets. The experimental results indicated that the
LSFA shows better performance than the SFA and LFA. Moreover, the LSFA is able to obtain better
results in terms of classification accuracy when compared with other algorithms from the literature.

Alweshah et al. [26] proposed an improved probabilistic neural network model that employs
biogeography-based optimization to enhance the accuracy of classification. Their proposed approach
was tested on 11 standard benchmark medical datasets. The results showed that the classification
accuracy of the proposed model outperforms that of the traditional probabilistic neural network model.

Faris et al. [27] investigated the efficiency of the Lightning Search Algorithm (LSA) in training Neural
Network. The investigated LSA-based trainer was evaluated on 16 popular medical diagnosis
problems. The algorithm was compared to BP, LM and 6 other evolutionary trainers. The statistical
test conducted proved that the LSA-based trainer is significantly superior in comparison with current
algorithms on the majority of datasets.

Aljarah et al. [28] proposed a new training algorithm based on whale optimization algorithm (WOA).
A set of 20 datasets with different levels of difficulty have been chosen to test the proposed WOA-
based trainer. The obtained results were compared with those of a back-propagation algorithm and six
evolutionary algorithms. The results proved that the proposed trainer is able to outperform current
algorithms on the majority of datasets.

4. METHODOLOGY

In this section, we give a brief description of the dataset used in evaluating the proposed classifier.
After that, we provide details on how the dataset is partitioned to generate the training and testing
subsets. Finally, we list the steps to develop the firefly-based classifier. Figure 1 shows the overall
research design.

4.1 Datasets

We use the following binary class datasets to test the proposed firefly classifier. The datasets are
obtained from the University of California at Irvine (UCI) Machine Learning Repository as follows:

1. Wisconsin Breast Cancer (Original) (WBC) dataset: this dataset is collected from the
University of Wisconsin Hospitals between 1989 and 1991. It is commonly used among
researchers who use machine learning methods in order to classify patients with breast cancer
using a set of attributes. WBC contains 699 instances, 241 instances are malignant class and
458 instances are benign class. Each instance has 9 attributes and each attribute is represented
as an integer between 1 and 10.

2. Haberman's Survival dataset: this dataset contains cases from a study that was conducted
between 1958 and 1970 at the University of Chicago's Billings Hospital on the survival of
patients who had undergone surgery for breast cancer. It contains 306 instances and each
instance has 3 attributes. The class of an instance is either survived or died.

3. Statlog (Heart) is a multivariate dataset: it has 13 categorical attributes. It contains 270
instances. Each instance has a class which is either the absence or the presence of heart
disease.

4. Liver Disorders dataset: it has 6 attributes. The first 5 variables are all blood tests which are
considered to be sensitive to liver disorders. The last attribute is the drinks number of half-pint
equivalents of alcoholic beverages drunk per day. The dataset contains 345 instances.

5. Connectionist Bench (Sonar, Mines vs. Rocks) dataset: this dataset contains 208 instances and
111 patterns obtained by bouncing sonar signals off a metal cylinder at various angles and
under various conditions. It also contains 97 patterns obtained from rocks under similar
conditions.

4.2 Dataset Partitioning Criteria

A ten-fold cross-validation procedure is used to supply the testing and training datasets. The original
dataset is partitioned into ten data subsets. Each partition T; is used as a testing set and the remaining 9
partitions are grouped together to build a training set. Then, we run the FA 30 times. In each time, we
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Figure 1. Framework of firefly algorithm classifier.

use T; as a test set and the union of the others Tj; where i # j as training set [28]. We use the number

of partitions to be 10 to avoid costly computation for higher portioning values. The total number of
models calculated in our work is 100 x 10-fold for each run.

4.3 Fitness Function

The objective function is used to score the quality of a solution. Our Fitness Function is the classifier
accuracy, which is calculated using Equation (4).

# of correctly classified objects in test set

Accuracy = * 100 4

#o0f objects in test dataset
4.4 Learning Phase

In this phase, we apply firefly algorithm on the training dataset to infer a hyper-plane classifier model
by searching for the weights vector that constructs the hyper-plane. This weights vector is the learned
knowledge from learning phase and it is reused in the testing phase. The following are the steps:
A. Initialize Population: each firefly is a candidate solution, each candidate solution
w = (Wi, Wy, ..., Wn,Wpyq1) IS the weights vector. These weights vectors are initialized
randomly.

B. Calculate Fitness: in this step, we determine the fitness (attractiveness) of each of the fireflies
in the population using fitness function. The fitness calculation pseudo-code is presented in
algorithm 4, where the position of each firefly is the weight vector for a candidate solution and
the fitness is really the accuracy of the hyper-plane that the firefly holds its weights vector.

In algorithm 4, the PL(t) position in line (2) is the weights vector for the firefly L at the t
iteration. These positions or weights are initialized randomly. In line (4), we substitute both
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Algorithm 4: FitnessFA(P®)

1: For L=1Tondo// nispopulation size
2 y= PL(t).position /I position is array of weights initialized randomly of firefly L at t
3:  Fork=1Tondo//nispopulation size
4. n
y= Z(kak)
k=1
5. If y>0 Then
6: Predict = Class A
7.  Else
8: Predict = Class B
9: End if
10: If Predict == Actual_Class Then
11: Correct = Correct + 1
12: End if
13: End For
14 p® Fitness= Correct/n * 100
15 End For

Algorithm 4. Calculate fitness.

weight vector of the current firefly and the x features vectors of the training dataset to obtain a
value for each instance in the training dataset. Then, we use the obtained value to predict
where this instance is located in the space of the hyper-plane by comparing it with zero as a
threshold (lines 5-9). We use class A to represent one class and class B to represent the other
class. We compare the obtained prediction with the actual one in order to increase correct
counter of the prediction (lines 10-12). Then, we use this counter to calculate the fitness for
each firefly. The fitness is the accuracy of the hyper-plane.

C. Rank Population: in this step, we rank the fireflies according to their fitness value.

D. Find Current Best Solution: after ranking the fireflies according to fitness, we return the
current best solution which is the weights vector that has the maximum fitness.

E. Calculate New Population Positions: in this step, we calculate the new positions of the
moving fireflies, where fireflies with the less fitness move towards fireflies with greater fitness
(brightness). Equation 5 is used to calculate the new position of the firefly when it performs
this move.

61 = x4 poe sy ) + apCrand ~09) ®

where o is the random movement parameter that controls the step length of the random
movement, y is a fixed light absorption coefficient and f3 is the brightness that depends on the
distance between the two fireflies i and j. The ry; is the distance between the two fireflies i and
j at x;and x; positions, which is calculated using the Cartesian distance. The new position xit1
of the moving firefly i at t+1 iteration depends on the step size of the moving firefly i and the
current position for firefly i at t iteration. The step size of the moving firefly i relies on the
attraction of firefly i towards firefly j. The brightness is inversely proportional to the distance
between the two fireflies due to exponential function characteristics. The brightness is
decreasing as the distance between the two fireflies increases. a is the random movement
parameter that controls the step length of the random movement to make firefly i jJump not too
far away from firefly j. In the Equation, rand is a random number generator which is uniformly
distributed between [0, 1]. In order to make the numbers within the range [-0.5, 0.5], 0.5 value
is subtracted from rand. The pseudo-code which shows the steps of the new move is presented
in algorithm (3).

F. Checking for Stopping Criteria: if the stopping criteria are satisfied, return the best weight
Vector; otherwise repeat from step B.

4.5 Testing Phase

In this phase, we use the best weight vector learned from the learning phase to construct the binary
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linear classification model that satisfies Equation (1) to predict the class of instaces in the dataset to be
tested using algorithm 1.
5. PARAMETER SETUP AND RESULTS

5.1 Parameter Settings

Firefly classifier is implemented using MATLAB 2014a. The experiments are executed on an Intel
core i5 processor running with 8 GB of RAM under Microsoft Windows 7. Table 1 presents the
parameter setting that we used for the experiments.

Table 1. Firefly parameter setting.

Parameter value
Termination condition 100
Number of fireflies 100
Attractiveness By 2
Light absorption coefficient (Gamma) 1
Randomization parameter (alpha) 0.2
Alpha constant 0.98
Number of times we run the algorithm on each dataset 30

5.2 Performance Metrics

The results obtained by the firefly-based classifier are evaluated using two performance metrics. These
are: classification accuracy and k-fold cross-validation (KCV) accuracy. Classification accuracy is
calculated using the previous formula (4) [29].

For the k-fold cross-validation (KCV) accuracy evaluation, the original sample is randomly partitioned
into k sub-samples. A single sub-sample of the k sub-samples is used as validation data for testing and
the remaining k-1 sub-samples are used as training data. The cross-validation process is then repeated
k times; each one of the k sub-samples is used exactly once as the validation data. The average of the k
results from the k-folds gives the KCV test accuracy of the algorithm [30]-[31] . Our k-fold cross-
validation is a 10-fold cross-validation. The proposed algorithm runs 30 times on each dataset using a
10-fold cross-validation. The result from each run is reported and the average of the 30 runs is
calculated.

5.3 Experimental Results

We perform two different experiments to evaluate our proposed classifier. The first experiment is
applied on Wisconsin Breast Cancer (Original) dataset, while the second experiment is applied on
Haberman's Survival, Statlog (Heart), Liver Disorders and Sonar datasets.

The two experiments are applied using a 10-fold and the accuracy of the 30 runs is averaged. Then,
these results are compared with those of different algorithms from the state of the art, which are:
DPSO, CPSO, LDW PSO, GA, J48, MID3 and CCDT [12]-[13].

In the first experiment, we applied the FA classifier using different population sizes: 25, 50, 100, 200
and 300 on Wisconsin Breast Cancer (WBC) dataset. After that, we calculated the average of the
accuracy of the obtained results. Table 2 presents the experimental results of the 10-fold average
accuracy. The accuracy of the classifier increases as the population size increases. A population size
larger than 100 makes the algorithm exploration not well focused and the algorithm performance is
then degraded.

The results from the proposed algorithm when applied on WBC dataset are compared with those of
five algorithms presented in [12] which are: DPSO, CPSO, LDW PSO, GA and J48. Table 4 and
Figure 2 show the comparison between the proposed classifier accuracy when compared with these
techniques.
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Table 2. Effect of different population sizes on the performance of FA when applied on WBC

dataset.
Population | Accuracy
25 92 +1
50 92 +2
100 95 +£3
200 93 +2
300 91 +2
Average 93

Table 3. FA result for a population size of 100 on WBC dataset.

Accuracy | Sensitivity | Specificity | Positive Predictive | Negative Predictive
Minimum 94.14 95.01 88.47 93.18 93.3
Maximum 97 97.92 94.25 96.28 97
Average 95.41333 | 96.489 91.20533 94.55733 95.44033
Standard deviation | 0.728282 | 0.777927 | 1.413973 0.816693 1.088744

Table 4. Classification accuracy of FA compared with other techniques on WBC dataset.

Population DPSO CPSO LDW PSO GA J48 FA
Size
25 92 +3 92 +3 92 +5 92 +4 93 92 +1
50 92 +3 92 +4 92 £6 92 +£3 92 +£2
100 92 +3 92 +4 92 +£2 92 +4 92 +3
200 92 +5 92 +4 92 +4 92 +3 92 +2
300 92 +3 92 +3 92 +4 92 +3 92 +2
AVG 94 93 93 93 93
96
95
“ 94 1 Populations
S 93 - m25
E
3 92 - 50
<
91 - = 100
90 - m 200
89 - m 300
DPSO CPSO  LDWPSO GA Jag FA
Algorithms

Figure 2. Accuracies of Firefly compared with other techniques on WBC dataset.

According to this experiment, we set the population size of the proposed algorithm to be 100 and the
algorithm is repeated 30 times. We calculate the accuracy, sensitivity, specificity, positive predictive

and negative predictive obtained from the classifier for each run.

The sensitivity of each class is

calculated as TP/(TP+FN) and the specificity of each class is calculated as TN/(TN+FP). Note that TP
is true positive, FN is false negative, TN is true negative and FP is false positive. The minimum,
maximum, average and standard deviation values are reported. Table 3 shows these results.

The second experiment was applied on Haberman's Survival dataset, Statlog (Heart) dataset, Liver
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Disorders dataset and connectionist Bench dataset. We compared our results with the results from [13].
Table 4 and figure 3 show the accuracy of the proposed algorithm when compared with [13]. The
parameter settings are kept as in the first experiment. We repeat the second experiment using a
population size of 100 for 30 runs. We calculate the accuracy, sensitivity, specificity, positive
predictive and negative predictive obtained from the classifier for each run. The minimum, maximum,
average and standard deviation values are reported. Table 5, Table 6, Table 7 and Table 8 show the
results for the Haberman, Heart-tatlog, Liver Disordes and Sonar datasets respectively.

Table 5. FA result for a population size of 100 on Haberman dataset.

Accuracy | Sensitivity | Specificity | Positive Predictive | Negative Predictive
Minimum 71.55 80.09 26.79 86.7 24.09
Maximum 77.08 83.85 50.12 92.29 43.48
Average 74.9807 82.3093 39.698 89.3153 33.9067
Standard deviation 1.3321 0.9891 5.9915 1.6653 5.6787

Table 6. FA result for a population size of 100 on Heart-tatlog dataset.

Accuracy | Sensitivity | Specificity | Positive Predictive | Negative Predictive
Minimum 76.3 80.47 66.07 75.7 64.71
Maximum 82.22 86.69 75.74 85.85 81.67
Average 79.6547 83.7443 70.2407 79.465 74.608
Standard deviation 1.5897 1.6157 2.3346 2.646 4.3328

Table 7. FA resu

It for a population size of 100 on Liver Disordes dataset.

Accuracy | Sensitivity | Specificity | Positive Predictive | Negative Predictive
Minimum 62.95 68.71 60.14 38.34 81.75
Maximum 7171 77.05 65.23 56.7 89.74
Average 68.2203 | 72.8753 62.809 48.256 85.7943
Standard deviation | 2.530924 | 2.5029 1.3808 4.7153 2.2573

Table 8. FA result for a population size of 100 on Sonar dataset.

Accuracy | Sensitivity | Specificity | Positive Predictive | Negative Predictive
Minimum 95.8 95.79 95.95 95.87 96.04
Maximum 98.26 97.87 97.66 98.09 98.15
Average 97.01 96.9933 97.065 97 96.945
Standard deviation 0.639 0.4865 0.4635 0.5010 0.5898

Table 9. Classification accuracies of FA compared to those of different classification algorithms.

Dataset FA C4.5 | Credal-C4.5 | MID3 | CCDT
Haberman 7498 | 70.52 73.89 70.62 73.59
Heart-tatlog 79.65 | 76.78 80.04 77.93 82.11
Liver Disordes | 68.22 | 65.37 64.18 65.75 56.85
Sonar 97.01 | 73.42 71.47 73.53 73.92

6. DISCUSSION

We tested the FA algorithm with different population sizes 25,50,100,200 and 300. But, the one that
gives the best result is 100, because the algorithm exploration is focused as the population has enough

diversity.
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Figure 3. Accuracies of Firefly with a population of 100 compared with those of other techniques on
four different datasets.

The experimental results and the accuracy values show that the classification accuracy of the proposed
FA when applied on Wisconsin Breast Cancer data using different population sizes reached an average
accuracy of 93%, which is similar to the results obtained from CPSO, LDW PSO, GA and J48
algorithms presented in [12]. On the other hand, the DPSO algorithm has a slightly better average
accuracy value of 94%. So, our FA results are competitive when compared to those of other
algorithms from the state of the art.

Table 9 shows that the classification accuracy of FA is competitive when compared with those of the
algorithms presented in [13] when applied to different datasets. The FA showed better results when
compared with [13] in three out of the four tested datasets, which are: Haberman, Liver Disordes and
Sonar.

The results of applying FA classifier are promising. FA has advantages over other mentioned
algorithms, as it speeds up the convergence rate in a small number of iterations. Applying FA leads to
achieve good accurate results in an efficient manner. This is because it attracts low-quality solutions
to be merged with good solutions, which makes the whole population to be automatically sub-divided
into subgroups. Each group is swarmed around its local best and that speeds up the convergence rate.
Then, among all these local best solutions, the best solution from the population is quickly found.
Another reason that makes FA more efficient is that the parameters in the algorithm can be tuned to
control the randomness as the iterations proceed. This makes convergence speed up [10].

7. CONCLUSION AND FUTURE WORK

In this work, we presented the Firefly algorithm as a binary linear classifier. The FA optimizes the
parameter values for hyper-planes in the feature space. Experimental results show that the Firefly
classifier achieves good accuracy when compared with other algorithms. The experimental results and
the accuracy values are compared with those of the classifiers CPSO, LDW PSO, GA, J48, C4.5,
Credal-C4.5, MID3 and CCDT.

The results prove that the firefly classifier is a competitive classifier. Therefore, the FA approach can
be used for other more complex classification problems. Through conducting experiments, we have
come to some conclusions regarding the application of the FA. First, increasing the population size
improves the accuracy of the firefly classifier, but the algorithm performance is degraded when we
reach a population size of more than 100. Second, increasing the number of iterations over 100 in the
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two experiments has not increased the algorithm accuracy. This proves that firefly classifier achieves
very good results with fast convergence. Lastly, the results show that the Firefly classifier is a
reasonably good classifier when it is compared with other state of the art classifiers [12]-[13].

As a future work, we suggest analyzing the algorithm when it is applied to a multiclass dataset.
Another future work can be studying the effect of tunning different parameters of the FA.
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ABSTRACT

The automatic analysis and recognition of offline Arabic handwritten characters from images is an important
problem in many applications. Even with the great progress of recent research in optical character recognition,
a few problems still wait to be solved, especially for Arabic characters. The emergence of Deep Neural Networks
promises a strong solution to some of these problems. We present a deep neural network for the handwritten
Arabic character recognition problem that uses convolutional neural network (CNN) models with regularization
parameters such as batch normalization to prevent overfitting. We applied the Deep CNN for the AIA9k and the
AHCD databases and the classification accuracies for the two datasets were 94.8% and 97.6%, respectively. A
study of the network performance on the EMNIST and a form-based AHCD dataset were performed to aid in the
analysis.

KEYWORDS

Convolutional neural network, Deep learning, Optical character recognition, Arabic handwritten character
recognition, EMNIST.

1. INTRODUCTION

The field of optical character recognition (OCR) is very important, especially for offline handwritten
recognition systems. Offline handwritten recognition systems are different from online handwritten
recognition systems [1]. The ability to deal with large amounts of script data in certain contexts will be
invaluable. One example of these applications is the automation of the text transcription process
applied on ancient documents considering the complex and irregular nature of writing [2]. Arabic
optical text recognition is experiencing slow development compared to other languages [3].

One problem with recognizing the Arabic alphabet is that many characters have similar shapes but
with varying locations of dots relative to the main part of the character. Figure 1 shows the isolated
alphabet of the Arabic language. As can be seen at the top row, the three characters on the left have a
similar main part but the dot on the “Kha” is above while, for the “Jiim”, the dot is below the main
part and the “Haa” has no dots at all. It is noteworthy that handwritten characters are more
challenging, since human writers tend to combine dots and use dashes instead or change the shape of
characters as can be seen in Figure 2, which shows 48 handwritten samples of the same letter "Ayn"
that were used in previous work [4].

Moreover, the Arabic alphabet is widely used by many people from different countries including all
Arab countries in addition to being used in the Persian, Urdu and Pashto languages. It would be great
to use Arabic handwritten character recognition (AHCR) to convert many documents into digital
format that can be accessed electronically. Applications include: reading postal addresses off envelops
and automatically sorting mail, helping the blind to read, reading customer-filled forms (government
forms, insurance claims, application forms), automating offices, archiving and retrieving text and
improving human-computer interfaces.

Deep Learning (DL) is a new application of machine learning for learning representation of data. DL
algorithms have taken the top place in the object recognition field due to the great performance
improvement they have provided [5], [30].

This paper is an extended version of a short paper that was presented at the international conference "New Trends in Information Technology

(NTIT) 2017", 25-27 April 2017, Amman. Jordan.
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Deep Learning (DL) is a new application of machine learning for learning representation of data. DL
algorithms have taken the top place in the object recognition field due to the great performance
improvement they have provided [5], [30].

Convolutional Neural Networks (CNNs) are a type of neural networks that are applied in many fields
and provide efficient solutions in many problems, where there is some translation invariance like some
applications of object recognition and speech recognition. However, CNN DL solutions require a lot
of training samples, which places computational requirements on the system. Nevertheless, the
accelerating progress and availability of low-cost computer hardware, high-speed networks and
software for high-performance distributed computing encouraged the use of computationally
expensive techniques. For example, Cecotti [6] used Graphical Processing Units (GPUs) and High-
Performance Clusters (HPCs) to classify isolated characters of 9 databases using computationally
expensive techniques.

There are several frameworks for Deep Learning. One of the most popular libraries is TensorFlow,
that was released by Google in 2015 [7]. It is an open source code written in C++ programming
language and capable of using GPUs very well. Another simpler framework is Keras [8], which is a
higher-level API built on top of TensorFlow. Keras uses Python for programming, which makes
writing programs easier than native TensorFlow codes.

Therefore, in this paper, we will discuss the building of a robust CNN DL model for solving the
problem of AHCR using TensorFlow/Keras. This model is expected to outperform traditional AHCR
algorithms that depend on feature extraction and classification and can be applied on huge and
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different databases efficiently without the need for feature engineering and extremely long training
time.

The contributions of this research are: (i) Reviewing state-of-the-art research in AHCR (ii) Proposing
robust architecture for CNN DL for solving the AHCR problem (iii) Studying the effect of different
regularization techniques and network parameters on the performance on very large size AHCR
databases (iv) Utilizing the functionalities offered by TensorFlow and Keras libraries for AHCR and
(v) Achieving the highest accuracy on the AHCR problem.

The rest of the paper is organized as follows; Section 2 discusses related work in the field of AHCR.
Section 3 describes the motivation for the proposed solution as well as the different components of its
architecture, Section 4 introduces the experiments performed in a scientific way, including the results
obtained and Section 5 discusses conclusions derived from the results and presents plans for future
work.

2. RELATED WORK

Algorithms designed to recognize handwritten characters are still less successful than those for printed
characters, mainly due to the diversity in handwritten character shapes and forms. Arabic character
recognition is an important problem, since it is a step that may be needed in the more challenging
Arabic word or sentence recognition problem [9]. Character segmentation to separate the word into
characters is another challenging problem. The character recognition problem is related to the simpler
problem of Arabic numeral recognition which has recently attained great results [10].

Various methods have been proposed and high recognition rates are reported for the handwritten
English and Chinese characters. However, in this section, we are going to present only the most
competitive related work solving the AHCR problem.

Many algorithms in the past concentrated on finding structural features (such as the presence of loops,
the orientation of curves, ...etc.) or statistical features (such as moments, histogram of gray level
distribution, ...etc.) [11]. These features try to maximize the interclass variability while minimizing the
intra-class variability and were fed to a classifier.

Some algorithms are considered segmentation-based recognition systems; this means that their
experimental results depend on segmenting the words before recognizing the characters. The
IFN/ENIT database was used in Al-abodi and Li [12], who had proposed a recognition system based
on geometrical features of Arabic characters. The average recognition accuracy is 93.3%. Other
works that used IFN/ENIT for segmentation-based character recognition such as [33] also achieved
similar performance using three main modules: preprocessing, feature extraction and recognition.
However, we will not discuss such system in this paper. Even though the IFN/ENIT database [28] is
available, it is designed for classifying words and letter segmentation is required before character
recognition is performed. In addition, it is considered small and does not contain enough
representative samples. Therefore, it was deemed unsuitable for CNN DL architecture evaluation.

Arabic characters have different forms depending on the location of the characters in the word. Hidden
Markov Models (HMM) assume each letter is a state and using the context leads to better
classification of Arabic handwritten word as in [37]. Nevertheless, recent work [39] discusses the
limitations of HMM in terms of the need for manual extraction of features, which requires prior
knowledge of the language and is robust to handwriting diversity and complexity. CNN applications to
direct word recognition have been discussed in [39] and [41]. Use of Bidirectional Long Short Term
Memory (BLSTM) networks is proved useful in other languages, but the application to Arabic
language is of great interest. However, the lack of very large datasets and the layout of Arabic text are
causing problems in implementation. One can also use character segmentation followed by
recognition. For the latter, they used LSTM [38] with convolution to construct bounding boxes for
each character. We then pass the segmented characters to a CNN for classification and then
reconstruct each word according to the results of classification and segmentation. It was shown that
character segmentation had given better performance confirming the intuition that the much smaller
scope of the model’s initial feature representation problem for characters as opposed to words and
final labeling problem helped boost the performance. There is great diversity in handwriting for
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particular words/characters among writers, thus making the task of recognizing all of the different
ways in which a character or word is written very challenging. An important aspect is the availability
of huge dataset to train the deep network. Since there is no such database for Arabic words, the
analysis of isolated character recognition is important and may be included in the system for
segmentation-based word or sentence recognition.

In 2014, Torki et al. [13] built their own database of about nine thousand characters. They called it the
AlexU Isolated Alphabet (AIA9K) database. Then, they extracted three window-based gradient-based
descriptors: Histogram of Oriented Gradients (HOG) [14], Speeded-Up Robust Features (SURF) [15]
and Scale Invariant Feature Transform (SIFT) [16]. In addition, they extracted two texture-based
descriptors and tried 4 classifiers (Logistic regression, ANN, SVM-Linear and SVM-RBF) on their
database. The best achieved accuracy was 94.28% using SVM-RBF on SIFT features. The 75
characters that were misclassified are shown in Figure 3. While there are some characters that are not
that difficult to classify, some characters are indeed confusing.
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Figure 3. Misclassified characters from the AIA9K dataset using the method of [13].

In 2015, Lawgali [11] published a survey about Arabic Character Recognition and none of the
algorithms mentioned used deep learning. However, also in 2015, Elleuch [9] introduced an Arabic
handwritten character recognition using Deep Belief Neural Networks. It does not require any feature
engineering. The input is simply the raw data or grayscale pixel values of the images. The approach
was tested on the HACDB database [17] that contains 6600 shapes of handwritten characters written
by 50 persons. The dataset is divided into a training set of 5280 images and a test set of 1320 images.
The result was promising on the character recognition task with 97.9% accuracy but discouraging on
the word recognition database with an accuracy of less than 60%.

In 2017, Elleuch [18] continued working on the DBN and stack of feature extractors, such as
Restricted Boltzmann Machine (RBM) and Auto-Encoder and reported the results on character
recognition that was in fact similar (97.8%) to the previous work. These are very promising results and
demonstrate the superiority of DL methods in AHCR.

Nevertheless, it must be mentioned that the HACDB database is considered an easy and clean database
and there are well defined main parts of the different letter forms among 66 different classes. On the
other hand, in character recognition, it is harder to classify similar letters which are only different by a
dot. HACDB are much easier to classify and have three times classes as the AIA9k database.

In 2017, El-Sawi et al. [19] collected the Arabic Handwritten Character Dataset (AHCD) of 16800
images of isolated characters. They built a CNN Deep learning architecture to train and test the
dataset. They used optimization methods to increase the performance of CNN. Their proposed CNN
gave an average 94.9% classification accuracy on testing data.

We can see that a few techniques of deep learning have proven their usefulness for the AHCR problem
and hence we will explain in the Motivation section next why we decided to propose the following
architecture.
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3. PROPOSED ARCHITECTURE

In this section, we describe the criterion behind the decisions taken during the design phase and the
architecture parameters for the models used for solving the AHCR problem.

3.1 Motivation

It is foreseen that, due to the success of modern neural network architectures, state-of-the-art
handwritten recognition systems will either go towards hybrid systems (Deep Networks with some
segmentation and feature extraction) or pure neural recognizers featuring deep architectures [20]. The
discussed related work has demonstrated the inefficiency of selecting the right feature and going
through the preprocessing stages. The goal of this paper is to study the CNN DL approach that
particularly makes use of the Convolution layer to leverage three ideas that help improve the
classification network: sparse interaction, parameter sharing and equivalent representation [21].

We will apply a robust CNN architecture to the Arabic characters AIA9k and AHCD databases as a
case study with enough samples to validate the assumptions and give meaningful feedback. We will
use CNN capability to extract features and train for recognition instead of extracting a large set of
gradient or textural features as it was done in Torki et al. [13]. Moreover, we will use recent
techniques of optimization and regularization, such as Batch Normalization [22] and Varying Learning
Rate, to deal with training neural network issues. These were not used in the work of El-Sawy et al.
[19], for example, as they used fixed learning rate and didn’t normalize the mini-batches during
training. Moreover, by making a large CNN network with many layers, it becomes more capable to
detect more features automatically. Hence, using different numbers of convolutional layers with
different numbers of filters should help us achieve better accuracy.

To solve the problem of latency in processing the data, GPUs are used as suggested by Ciresan et al.
[23], who trained and tested the CNN network using a committee of classifiers and reduced the error
rate of MNIST dataset [24] to 2.7%. For this reason, we decided to choose Keras and TensorFlow as
the developing environment, since there is a GPU-enabled TensorFlow with support for CUDA
acceleration.

3.2 CNN Architecture

Convolutional neural networks can convert the input structure through each layer of the network
seamlessly to extract automatically the features of the images.

CNNs are based on a mathematical operation called convolution. A convolution is a multiplication
operation of each pixel in the image with each value in the kernel, which is in turn another matrix and
then summing the products. The key advantage of using the convolution operation is generating many
images from the original image that enhance different features extracted from the original image,
which leads to making the classification process more powerful [29].

In CNN, we use different types of layers as shall be explained shortly. First, the convolution layer,
also called a feature extractor, extracts features from the input image. Initially, CNN does not know
where exactly the features (shapes) in the image will be located; so, it tries to find them everywhere in
the image by using a matrix called filter. Each filter represents a specific feature. CNN applies the
convolution operation by a sliding filter in the image and multiplies each pixel in the image with each
value in the filter. Then, this operation is repeated for other features (filters) and the output of this
layer will be a set of filtered images [29].

In modern deep learning libraries, some consider a second layer called “Nonlinearity layer”. In this
layer, the Rectified Linear Unit (ReLU) activation function of the neurons is implemented to produce
an output after each convolution [34]. ReLU is an element-wise operation (applied per pixel) to
introduce non-linearity in our network. Since convolution is a linear operation, element-wise matrix
multiplication and addition, so we add nonlinearity using ReLU. This operation converts each negative
pixel in a feature map into zero and keeps each positive pixel.

Batch Normalization is a normalization and regularization technique proposed by loffe and Szegedy
[22] to address the following issues that appear during the training process of deep neural networks:

1. Internal Covariate Shift: which refers to the change in the distribution of input of each layer
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(features) that is affected by parameters in all input layers in which a small change in the
network can significantly affect the entire network; and

2. Vanishing Gradient in saturating nonlinear functions: such as tanh and sigmoid, which are
prone to get stuck in the saturation region as the network grows deeper despite the proposed
solutions to carefully initialize the network, using small learning rate or replacing these
functions by ReL.U function.

Our system suggests the use of Batch Normalization as a part of the network architecture and it was
experimentally proven to cause an improvement in terms of speed and accuracy. The Batch
Normalization layer is added just before the nonlinearity and especially after the convolutional layers
to limit its output away from the region of saturation using the mean and variance.

The Pooling or subsampling layer reduces the dimensionality of each filtered image, but preserves the
most important features in the previous layer. Pooling can be of different types: Maximum, Average
Sum, ...etc. The output will have the same number of images, but they will each have fewer pixels.
This is also helpful in managing the computational load [36]. The pooling operation is demonstrated in
Figure 4. However, it is argued that max-pooling can be redundant and could be replaced by purely
using convolutional layer with increased stride without loss in accuracy [35].
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Figure 4. Pooling operation.

Dropout layers are also used in convolutional neural networks with the aim of reducing overfitting.
This layer “drops out” a random set of neurons in that layer by setting their activation to zero. It makes
sure that the network can generalize to test data by getting weights that are insensitive to training
samples. Dropout is used during training with different percentages of total number of neurons in each
layer [26].

Finally, the fully connected layers are the basic building blocks of traditional neural networks. They
treat the input as one vector instead of two dimensional arrays. Full connection implies that every
neuron in the previous layer is connected to every neuron in the next layer. The output from
convolutional and pooling layers represents high level features and fully connected layers used to
classify material (input images) into the appropriate class based on the training of the dataset [36].

Figure 5 shows the base architecture of the AHCR proposed network. Other modifications will be
explained in the next sections.

As can be seen, the general network we designed has three convolutional layers followed by a fully
connected layer as hidden layers. Max pooling can be ignored. The first layers are the input layers that
take input of shape 28x28 or 32x32 pixels of grayscale characters depending on the size of input
samples (database), then a convolutional layer of 24 filter map of size 6x6 and stride 1, followed by
batch normalization, ReL U activation function and dropout of 1.0.

Dropout technique at the end of some layers is used with a “keep probability” parameter of 0.5. This
means that at each training iteration, half of the neurons of the last layer get activated while the other
half activation is set to zero. This tends to prevent our network from overfitting by not building a
model so tightly tied to the training samples.

In the next layers, the same order of layers is used with increased number of convolutional filter map
of 48 filters of size 5x5 and stride 2 and 64 filters of size 4x4 and stride 2, respectively.



192

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 3, No. 3, December 2017.

Convolution Fully connected

A A
I ™ - )

Input (28x28) L1 (24 filters) L2 (48 filters) L3 (64 filters) F4(200) Output (28)

Figure 5. Proposed CNN architecture for the AHCR problem.

Finally, a fully connected layer of 200 neurons is used before the output layer of 28 neurons to match
the number of classes (Arabic alphabet). We used the Softmax activation function to output
probabilities between 0 and 1 for each class representing the confidence that a certain character
belongs to a specific class.

For updating the weights during training, we used the Categorical Cross-Entropy [25] as a cost
function which is the appropriate cost function for multi-class classification problems. We used Adam
Optimizer to find the minima of the cost function with a varying learning rate [27] that recalculates its
value after each batch.

4. EXPERIMENTS

4.1 Databases

In this section, we describe the different publicly available datasets that were used to evaluate the
proposed network.

4.1.1 Arabic Handwritten Character Dataset (AHCD)

The dataset is composed of 16,800 characters written by 60 participants; the age range is from 19 to 40
years and 90% of participants are right-handed. Each participant wrote each character (from "Alef" to
"Yeh") ten times. The forms were scanned at a resolution of 300 dpi. The database is partitioned into
two sets: a training set (13,440 characters to 480 images per class) and a test set (3,360 characters to
120 images per class) [19].

4.1.2 AlexU lsolated Alphabet (AIA9K) Dataset

This dataset introduces a compact 9K novel dataset of 28 classes that represent isolated Arabic
handwritten alphabet of 32x32 pixels [13]. AIA9K dataset was collected from 107 volunteer writers,
between 18 and 25 years old, who are B.Sc. or M.Sc. students. The writers were 62 females and 45
males. Each writer wrote all of the Arabic letters 3 times. The total valid number of collected
characters is 8,737 letters; this novel dataset can be requested from the authors of the paper mentioned
in [13]. A sample of the dataset is shown in Figure 3. These are 75 characters that were misclassified
in one of the experiments in [13].

4.2 Results

This section introduces the results obtained by the proposed AHCR network. Two subsections will
describe the results of applying the network to classify AIA9K dataset and the AHCD datasets,
subseg-uently. A subsection will compare the results obtained using the proposed approach with those
of other approaches. Next, we will describe the results of applying the proposed network on Latin
(English) characters. Finally, we will generate a derived database from the AHCD database, where
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only samples of each group of characters had the same shape (major stroke), then we will discuss the
application of the proposed methodology on this dataset.

4.2.1 Results of the AHCR System Using The AHCD Dataset

The results we obtained after testing the proposed network described in sub-section 3.2 on the AHCD
Arabic isolated alphabet dataset are described here. We divided the data into three parts; training,
validation and testing, with ratios of 70%, 15% and 15% for each set, respectively. Then, we ran
training for 10 epochs and 100 batch sizes. We obtained an accuracy of 92% on the test set at the end
of the training.

We increased the number of epochs to 20 and 28, respectively. Notable improvements have been
obtained and accuracy increased to 93% and 94.5%, respectively. In the next step, we increased the
number of filters of the first convolutional layer from 24 to 72, the second convolutional layer from 48
to 144, the third convolutional layer from 64 to 192 and increased the number of the fully connected
layer neurons from 200 to 400. Test accuracy improved to 94.7%.

Analysis of the difference in accuracies of training (100%), validation (97.5%) and testing (94.7%)
revealed a gap that is an indication of overfitting. One way of improving generalization is to increase
the size of training data. A simple shift of the input image to the left by 1 pixel will result in a total
different input for the network, while it does not affect the actual class. Data augmentation techniques
are a way to artificially expand the dataset. Some popular augmentation examples are horizontal flips,
vertical flips, random crops, translations and rotations. Data augmentation was deemed necessary to
improve the network performance. We increased the number of training images from ~13k to ~80k
using translation in both horizontal and vertical directions by 3 pixels, rotation of +10 and -10 degrees
and by adding Gaussian noise with zero mean and a standard deviation of 5. Horizontal or vertical
flipping was deemed unsuitable for our application. However, we have seen significant performance
gain merely by using translation which was reflected in obtaining a testing data accuracy of 96.7%. On
the other hand, when we used all the 80k images and after training for 18 epochs, accuracy jumped to
97.6%.

Figure 6 shows that the training and validation accuracies changed during training for 18 epochs on
80k augmented dataset. It is obvious that the gap between the two metrics was insignificant after the
initial epochs. The small jump on epoch 18 was an indication of the early stopping function that avoids
overfitting and stop training.
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Figure 6. Training accuracy and validation accuracy during training.

Figure 7 shows the training and validation loss curves as functions of training epochs. It is worth
mentioning that validation loss decreased significantly at epoch 4 and stayed very small until the end
of epoch 19.

Using varying learning rate also helped reach lower minimum of the loss function. This technique is
very essential in many optimization algorithms.
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Before we used data augmentation to train the network, many experimental setups have been tested to
improve the network performance [21] as summarized below:

e We tried to increase the network capacity by increasing the size of the network via adding
another fully connected layer of 200 neurons. However, testing accuracy decreased.

e Test accuracy decreased to 93.5% when we reduced the number of neurons of the fully
connected layer to 150 neurons.

e Test accuracy increased to 94.7% when we tried to double the number of filters to the three
convolutional layers to 48, 96 and 128, respectively and increased the number of neurons of
the fully connected layer from 200 to 300.

e No change in performance occurred when we tripled the number of convolutional layer filters
and made the fully connected layer neurons 400, which indicates that the network size was
adequate.

e Thresholding the grayscale images to convert them into binary images decreased the accuracy
t0 92.1%, which highlights the benefits of grayscale information.
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Figure 7. Training loss and validation loss.

In terms of the effect of changing the regularization parameters:

e Test accuracy decreased a lot when we trained the same network without
using Batch Normalization and learning rate update on layer 4.

e Test accuracy decreased to 92% when we removed dropout from layer 4.

e Test accuracy decreased to 94.3% and 91.9%, when we changed dropout values to 0.5 and 0.8,
respectively, in convolutional layers.

When we repeated the tests using the same architecture, different random parameter initialization
resulted in slightly different results. For example, we obtained test accuracies like 96.3% and 95,6%
on the same architecture and same number of training epochs.

To study the misclassified samples, we generated confusion matrices and saved all misclassified
samples with an indication of original class and the assigned class, see Table 1. It was clear that most
of the confusion comes from characters with similar morphology like “Daal” vs. “Raa” and “Zaay” ()
vs. “Thaal” (3), or characters with diacritics (like dots) such as “Raa” (L) vs. “Zaay” (J) or “Jiim” (z)
vs. “Haa” (z) and “Kha” (¢). This suggests the usefulness of another level of classifier system that is
trained on classifying these shapes. Figure 8 illustrates some of the testing images that were
misclassified due to the dot position (e.g. “Ghayn” (¢) to “Ayn” (g)), or to the number of dots (e.g
“Qaaf” (3) to “Faa” (<)), or to the curvature of the character (e.g. “Daal” () to “Raa” (_)).

4.2.2 AHCR Using AIA9K Dataset

We repeated the same set of experiments using our CNN architecture but on the AIA9K database. We
divided the data into three parts; training, validation and testing, with ratios of 70%, 15% and 15% for
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each set, respectively. Then, we ran training for 17 epochs and obtained a classification accuracy of
93.4%. Changing dropout value from 0.5 to 0.75 caused test accuracy to reach 94.2%. Increasing the
number of filters in a similar way to the approach described in sub-section 4.2.1 improved accuracy to
94.65% after 29 epochs. Finally, changing the fully connected layer dropout keep probability from
0.75 to 0.8 and training for 32 epochs improved test accuracy once more to reach 94.8%.

Table 1. Classification accuracy for each AHCD character followed by the count of each wrongly
assigned character based on the confusion matrix.

Alif:714, (Acc=0.992), Miim:3, Kaaf:2, Daal:1

Baa:712, (Acc=0.989), Taa:3, Haa:2, Yaa:2, Kaaf:1

Taa:699, (Acc=0.971), Thaa:17, Nuun:3, Kaaf:1

Thaa:696, (Acc=0.967), Taa:13, Kaaf:6, Daad:2, Qaaf:2, Faa:1

Jiim:716, (Acc=0.994), Haa:4

Haa:707, (Acc=0.982), Kha:7, Jiim:6

Kha:708, (Acc=0.983), Haa:12

Daal:700, (Acc=0.972), Raa:10, Laam:3, Waaw:3, Thaal:2, Zaay:1, Kaaf:1
Thaal:688, (Acc=0.956), Daal:15, Zaay:7, Waaw:6, Thaa:1, Zhaa:1, Kaaf:1, Nuun:1
Raa:704, (Acc=0.978), Daal:7, Zaay:3, Waaw:3, Thaa:1, Kha:1, Kaaf:1

Zaay:661, (Acc=0.918), Thaal:31, Raa:24, Daal:2, Kha:1, Zhaa:1

Siin:717, (Acc=0.996), Saad:2, Daal:1

Shiin:716, (Acc=0.994), Qaaf:3, Siin:1

Saad:710, (Acc=0.986), Daad:5, Siin:2, Ha:2, Kaaf:1

Daad:693, (Acc=0.963), Saad:18, Shiin:4, Thaa:2, Faa:2, Kha:1

Taa:718, (Acc=0.997), Siin:1, Zhaa:1

Zhaa:690, (Acc=0.958), Taa:29, Ghayn:1

Ayn:691, (Acc=0.960), Ghayn:15, Miim:6, Haa:5, Kha:2, Taa:1

Ghayn:720, (Acc=1.000)

Faa:713, (Acc=0.990), Qaaf:4, Jiim:2, Kaaf:1

Qaaf:686, (Acc=0.953), Faa:25, Kaaf:4, Yaa:2, Taa:1, Jiim:1, Zaay:1

Kaaf:718, (Acc=0.997), Saad:1, Ha:1

Laam:715, (Acc=0.993), Zhaa:4, Daal:1

Miim:705, (Acc=0.979), Ha:9, Alif:5, Daad:1

Nuun:674, (Acc=0.936), Kaaf:18, Taa:15, Faa:7, Thaa:1, Raa:1, Daad:1, Zhaa:1, Qaaf:1, Yaa:1
Ha:706, (Acc=0.981), Waaw:13, Faa:1

Waaw:702, (Acc=0.975), Daal:7, Raa:6, Ha:5

Yaa:697, (Acc=0.968), Ayn:8, Haa:4, Faa:3, Jiim:2, Qaaf:2, Baa:1, Siin:1, Saad:1, Kaaf:1

Figure 8. Misclassified test samples due to (i) dot position — “Ghayn” to “Ayn” (ii) Dot shape —
“Qaaf” to “Faa” (iii) Character curvature — “Daal” to “Raa”.

Similar to the tests performed in sub-section 4.2.1, adding an additional fully connected layer of the
same size of the final fully connected layer decreased test accuracy to 94.3%. We tried different
experiential adjustments to the network parameters to change the network characteristics, which didn’t
provide improvements.

Analysis of misclassified testing samples revealed similar observations to those in sub-section 4.2.1,
but it also showed that some writers had actually written the “Haa” not in its isolated format { ) , but
rather in its shape at the start of the word; initial form {( ) . In addition, some mislabeled characters
were observed.

4.3 Comparison to Other Approaches

In this sub-section, the performance of our system is compared with those of other Arabic handwriting
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recognition systems that use AIA9K and AHCD datasets. Relevant results are presented in Table 2.
The AIA9K and AHCD databases are available for the general public for research purposes and this
makes system comparisons meaningful.

We concentrated our efforts on the largest databases; namely, AIA9K and AHCD. For AIA9K, our
proposed system outperformed the system in [23] and was easier to implement and there was no need
to evaluate many sets of engineered features and classifier combinations.

As for the AHCD database, our system was able to obtain a high percentage of accuracy of 97.6% as
implemented using Keras/TensorFlow. The reported accuracy of the system in [19] is lower by 2.7%.

One of the features of working with Keras is that selection of hyper-parameters based on experts’
opinions or thumb rules comes preprogrammed, so that programmers experiment with default
parameters.

This demonstrates that our proposed algorithm is favorable to the state-of-the-art when we are dealing
with the largest database available for AHCR. Our results are better than those of all of the
experiments performed by Torki et al. [13]. Our design obtained better accuracy, since we started with
a good architecture and added ritualization, tweaked the network parameters, increased the number of
layers and adopted a data augmentation mechanism.

Table 2. Comparison between proposed approach and other approaches on the same datasets.

Authors Database Training Data & Classification
Testing Data Accuracy
Torki et al. [13] AIA9k 8738 images 94.28%

85% training
15% testing (by gender)

El-Sawietal. [19] = AHCD 16800 images 94.9%
13440 Training images

3360 Testing images

Proposed AIA9k 8738 images 94.8%
Approach 85% training

15% testing
Proposed AHCD 16800 images 97.6%
Approach 13440 Training images

3360 Testing images

We tried to build a famous network architecture called Residual Networks (ResNet) [31]-[32]. This
network contains 18 layers and achieved an accuracy of 92% in the first few experiments. It is a
promising architecture that we intend to study further.

4.4 Comparison to Latin Alphabet Classification

To study the misclassified characters, a comparison of the proposed network performance on Latin
Alphabet (modern English characters) was deemed suitable to know if the network has the same
failures as compared to the misclassification in Arabic characters. Does the error come from the
proximity of the morphology of certain characters?

In this sub-section, we demonstrate the performance of our system on a database called EMNIST
dataset, that is a set of handwritten character digits derived from the National Institute of Standards
and Technology (NIST) Special Database 19 [40]. It has a dataset of Latin (English) alphabet that
contains 145600 images of English alphabet (A-Z and a-z) sorted into 26 classes, where each class has
both uppercase and lowercase characters converted into a 28x28 pixel image format. The dataset is
divided into a training set of 124800 and a testing set of 20800 images.

We applied the same network architecture on that dataset and training was completed in 15 epochs
with a test accuracy of 95%. This is far better than the best accuracy of 85% using 10,000 hidden layer
neurons of the ELM network trained using the Online Pseudo-Inverse Update Method (OPIUM)
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reported in [40].

However, the goal of this experiment was merely to study whether the trained network will have
problems with characters that have the same morphology. Table 3 lists the classification accuracy of
each of the characters along with the number of times that each character was misclassified as another.
It is obvious that the confusion is mostly seen between characters that have similar morphology, such
as “1” and “T”, “G” and “Q” and “U’ and “V”. This confirmed our hypothesis that failures occurred in
classifying Arabic characters like (“Alif” and “Miim”) or (“Baa”, “Taa” and “Thaa”) - See Table 1 -
due to similar shape. Hence, data augmentation and increasing the network capacity were deemed a
necessary to improve performance.

Table 3. Classification accuracy for each EMNIST character followed by the count of each wrongly
assigned character based on the confusion matrix.

A:762, (Acc.=0.953), Q:6, D:4, F:4, H:4, N:4, C:3, 0:3, U:3, Z:3, G:1, R:1, X:1, Y:1
B:787, (Acc.=0.984), E:2, H:2, Z:2, C:1, D:1, G:1, N:1, O:1, R:1, S:1

C:793, (Acc.=0.991), E:5, G:1, U:1

D:770, (Acc.=0.963), 0:17, A:4, Q:3,B:1, C:1, J:1,N:1, P:1, T:1

E:785, (Acc.=0.981), C:9, L:2, A:1, I:11, P:1, W:1

F:784, (Acc.=0.980), T:8, E:2, G:2, P:2, I:11, R:1

G:664, (Acc.=0.830), Q:104, A:10, S:5, C:3, B:2, E:2, F:2,J:2,Y:2, D:1, N:1, O:1, P:1
H:765, (Acc.=0.956), N:17, L:5, B:4, K:3, X:2, R:1, T:1, U:1, W:1

1:558, (Acc.=0.698), L:223, J:10, C:2, E:2, R:2, B:1, 0:1, V:1

J:756, (Acc.=0.945), I1:122, D:5, F:3, S:3, T:3, X:2, Y:2,G:1, L:1, U:1, V:1
K:786, (Acc.=0.983), B:3, R:3, X:3, H:2, E:1, L:1, T:1

L:652, (Acc.=0.815), 1:129, C:7, H:6, J:2, B:1, D:1, R:1, Y:1

M:794, (Acc.=0.993), N:4, K:1, W:1

N:780, (Acc.=0.975), M:5, R:5, H:3, W:2, X:2, I:11, U:1, V:1

0:784, (Acc.=0.980), D:10, A:2, U:2, C:1, Q:1

P:793, (Acc.=0.991), D:4, E:1, L:1, Q:1

Q:730, (Acc.=0.912), G:43, A:12, O:5, E:2, F:2,1:2,D:1, U:1, Y:1, Z:1
R:774, (Acc.=0.968), V:5, Y:5, K:4, T:3, X:3, C:1, E:1, I:11, N:1, O:1, Z:1
S:790, (Acc.=0.988), G:4, A:2, J):2, D:1, N:1

T:785, (Acc.=0.981), F:2, K:2, X:2, A:1, B:1, C:1, E:1, J:1, O:1, R:1, Y:1, Z:1
U:769, (Acc.=0.961), V:16, Y:3, C:2, N:2, W:2, A:1, H:1, J:1, L:1, O:1, S:1
V:736, (Acc.=0.920), U:36, Y:16, R:7, J:1, L:1, Q:1, X:1, Z:1

W:788, (Acc.=0.985), N:5, H:2, M:2, U:2, V:1

X:791, (Acc.=0.989), K:3, Y:2, H:1, N:1, P:1, V:1

Y:780, (Acc.=0.975), X:9, R:3,J):2,T:2, D:1, G:1, K:1, V:1

Z:795, (Acc.=0.994), C:1, F:1, 111, J:1, L:1

4.5 Classification Performance on Form-based Arabic Characters

Since it was shown that most misclassification of the system was due to similarity in the shape of
characters, it was deemed suitable to carry out some tests where we keep only one character of every
group of letters that have the same form. For example, various consonants that have the same form (or
major stroke), such as “Baa” ( <) , “Taa” ( <) and “Thaa” ( <) and only distinguished by pointing
diacritics (the number and location of dots). Other examples are "Jiim” { z) , “Haa” ( z) and “Kha”
( #) . In this sub-section, we keep only one sample of each of these groups of similar letters and
study the classification accuracy. We kept only the letter “Baa” from the first group and the Letter
“Haa” from the second group, ...etc. The reduced alphabet of Arabic Letters by form is 16 characters
listed in Table 4. The classification accuracy has increased to 98.22% as expected. Looking at Table 4
reveals that misclassification occurred again because writers tend to write “Daal” in a relaxed smooth
curved shape that looks like “Raa”, but the opposite is not true. The other main source of
misclassification is the loop in “Waa” that is misclassified as “Faa”. This suggests that a classifier
system that classifies in two stages; the first classifies digits by form and the second tries to look at
diacritics and other distinct features to carefully distinguish between characters of similar morphology,
would prove useful.
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5. CONCLUSIONS

Automated software systems for the recognition of Arabic characters could have huge applications in
many industry and government sectors. In this paper, we presented a Deep Learning system based on
convolutional neural network that is capable of classifying Arabic handwritten characters with a state-
of-the-art classification accuracy of 94.8% and 97.6% on the AIA9k and AHDC datasets, respectively.

Table 4. Classification accuracy for each of the form-based Arabic character dataset followed by the
count of each wrongly assigned character based on the confusion matrix.

Alif:719, (Acc.=0.999), Yaa:1

Baa:718, (Acc.=0.997), Ayn:1, Laam:1

Haa:704, (Acc.=0.978), Ayn:13, Alif:1, Baa:1, Siin:1

Daal:682, (Acc.=0.947), Raa:29, Waaw:6, Laam:3

Raa:715, (Acc.=0.993), Daal:3, Faa:1, Yaa:1

Siin:714, (Acc.=0.992), Baa:2, Saad:2, Ayn:1, Faa:1

Saad:712, (Acc.=0.989), Siin:8

Taa:719, (Acc.=0.999), Yaa:1

Ayn:713, (Acc.=0.990), Taa:2, Miim:2, Alif:1, Haa:1, Faa:1
Faa:717, (Acc.=0.996), Kaaf:2, Yaa:1

Kaaf:713, (Acc.=0.990), Yaa:3, Alif:2, Faa:1, Ha:1

Laam:715, (Acc.=0.993), Kaaf:4, Faa:1

Miim:695, (Acc.=0.965), Alif:12, Ha:7, Raa:2, Saad:2, Baa:1, Faa:1
Ha:692, (Acc.=0.961), Waaw:11, Faa:7, Taa:6, Saad:3, Siin:1
Waaw:668, (Acc.=0.928), Faa:27, Daal:9, Ha:9, Raa:4, Alif:1, Taa:1, Ayn:1
Yaa:719, (Acc.=0.999), Alif:1

The system employs some regularization techniques (Dropout and Batch Normalization), which
provide performance and efficiency improvements. The system was implemented using TensorFlow
and Keras framework.

As a future work, in addition to working more with ResNets, we plan to apply the algorithm on a
larger and more diverse database. This could be done by merging more than one source of database.
We plan to implement deeper networks with state-of-the-art techniques for regularization and
optimization. In the next stages, we are planning to use segmentation-free techniques to be able to
train our network with larger datasets that contain Arabic handwritten connected characters (words) to
make use of the context using LSTM networks. Ultimately, this research will open the door to great
opportunities expanding the applications of deep learning using these powerful libraries to problems of
ancient Arabic handwritten character recognition.
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ABSTRACT

This study was conducted to explore the role of two color features in improving the performance of the existing
No-Reference Image Quality Assessment Algorithms for Contrast-Distorted Images (NR-IQA-CDI). The used
color features were Colorfulness and Naturalness of color expressed in CIELab and CIELuv color spaces. Test
images used were the public benchmark databases that contain contrast-distorted images - TID2013, CID2013
and CSIQ. Experiments for the exploration were conducted in two stages: the preliminary stage and the
comprehensive stage. The results of preliminary study showed that the features of colorfulness and naturalness
of color can improve the prediction of human opinion score which relies mainly on the feature of brightness-
only contrast. The results inspired to more comprehensive study where the Natural Scene Statistics (NSS) of
these two features were estimated by modelling the probability distribution function (pdf) of 16,873 test images
from a public database called SUN2012. The results based on k-fold cross validation with k ranging from 2 to
10 showed that the performance of NR-IQA-CDI can be improved by adding the NSS of these features.

KEYWORDS
NR-IQA-CDI, Colorfulness, Naturalness, Contrast Distortion, NSS.

1. INTRODUCTION

Image quality assessment (IQA) is an important study area in image processing and computer vision
[1], since it requires assessing the performance of various image processing algorithms. Human Visual
System (HVS) is the ultimate receiver and interpreter of image content; therefore, subjective
assessment is considered the most reliable assessment method. However, subjective assessment is
time-consuming, expensive and requires a lot of effort. To overcome this limitation, many Image
Quality Assessment algorithms (IQAs) have been proposed over the past decade. The aim of IQA is to
predict image quality in a manner that is consistent with the results of subjective assessment [2]-[3].

The IQAs available are classified into three categories according to the level of access to the reference
image - the distortion - free or perfect-quality image - which are: Full-Reference IQAs (FR-IQAS) in
which there is full access to the reference image, Reduced-Reference IQAs (RR-IQAs) which have
access to only some of the information about the reference image [4]-[5] and the No-Reference 1QAs
(NR-IQAS) that require no information about any reference image [6]. In many applications, where
there is no information about the reference image, the NR-IQA is highly desired [1]. One of such
applications is the assessment of contrast-distorted image (CDI). Contrast distortion happens during
image acquisition [1], where acquisition devices are not perfect or lighting is poor. This might cause
loss of contrast and small details. In such case, this acquired image will be the original image, but it
cannot be used as a reference image with perfect quality.

In general, contrast change — distortion — is an important aspect in the field of image evaluation [1].
Nevertheless, despite all the work that has been proposed, there is still a lack for an algorithm that
evaluates a contrast-distorted image that has no reference. This study aims to explore some elements
that affect the evaluation of contrast distorted image by using the NSS of the color features.
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Recently image quality assessment algorithms have been proposed dealing with different types of
distortion, such as compression, blur or noise, but little with contrast distortion. No one can claim that
there is an IQA algorithm that is perfectly consistent with human opinion. Some of them were close to
subjective assessment, but for one database only. So, studies are still going on to find a better IQA
algorithm. To help with this, in our research, we focused on studying elements of the algorithm — basic
bricks - instead of building the assessment algorithm and the main target database was T1D2013
database, which recent IQA algorithms failed to evaluate [1]. Depending on what others have reached
in this field, we decided to start working on improving the performance of these NR-IQA-CDI
algorithms. And to do that, we needed to specify new features as will be explained in this research.

Following sections include a comprehensive review of the work carried out on NR-IQA algorithms,
research methodology that included brief explanation of colorfulness and naturalness of color,
performance metrics used in the experiments, databases used, statistical tests and procedure of the
experiments, followed by an evaluation of results, and finally a conclusion.

2. LITERATURE REVIEW

When NR-IQA algorithms started, they were not based on specific types of distortion, which means
that they were general image quality assessment algorithms detecting distortion in general; but, what if
the distortion was specific: compression, blur, noise or contrast alone. Some of the algorithms were
specialized to assess images with one distortion type such as blur [7], whereas others were general
algorithms. Our main concern in this research is contrast distortion. Currently, it is noticed that general
NR metrics usually follow two main thrusts; being natural scene statistics (NSS)-based or learning-
based. NSS-based metrics extract properties from the image using statistical properties in the natural
image, while learning-based metrics are involved in learning and testing based on neural networks or
support vector regression (SVR). These two types are not quite different, where NSS-based algorithms
assume a certain statistical system in the spatial domain of natural scene [8].

In [9], Gu et al. proposed a new no-reference (NR)/ blind sharpness metric in the autoregressive (AR)
parameter space. This metric was established by analyzing AR model parameters. They calculated the
energy and contrast differences in the locally estimated AR coefficients in a pointwise way, then they
guantified image sharpness with percentile pooling to predict the overall score. They validated the
effect of the technique on subsets of blurring artefacts from four large-scale image databases (LIVE,
TID2008, CSIQ and TID2013). Despite the claim that the metric was good, but it was not tested using
contrast-distorted images.

In [10], the authors proposed a metric based on Curvelet No-Reference Transform (CNR), which
outperformed other full reference metrics, such as SSIM and PSNR, in predicting the level of
distortion noise, JPEG compression or blur in natural images. But, this metric did not take into
consideration contrast change (distortion); neither global nor local. Later in 2010, [11], Lua et al.
proposed a no-reference metric that used contourlet transform based on an improved model of NSS -
CNSS - established with contourlets. They claimed that this algorithm was superior to the
conventional NSS model and could be applied to any distortion. This algorithm was general and was
applied only to LIVE database. It was not tested on global or local contrast-distorted images. Li et al.
in [12] used phase congruency, entropy and gradient as image features to assess image quality
depending on the general regression neural network (GRNN). Li et al. used LIVE database and
divided it into five datasets. Five-fold cross-validation was used. This metric was a general metric,
concentrated on one database and did not consider contrast change, whether global or local.

Distortions change the statistical properties found in natural images. Moorthy et al. in [13] proposed a
blind IQA framework and integrated algorithm based on natural scene statistics called DIIVINE index.
This metric did not compute specific distortion features, but it extracted statistical features. This metric
dealt with compression, noise, blur and fading. The metric was trained over LIVE database and
evaluated using only TID2008. DIIVINE metric did not deal with contrast change and was limited to
one global enhanced database for testing. In 2011, researchers started to work on contrast-distorted
images. In [14], the authors claimed that the contrast quality is determined by two metrics; the
histogram flatness (HF) and the Histogram Spread (HS). They claimed that low-contrast images have
a low HS value, whereas high-contrast images have a high HS value. This means that HS can



203

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 3, No. 3, December 2017.

differentiate between low- and high-contrast images. The images used were natural and medical
images. The HS metric can specify whether the image requires more enhancement or not, but not
specifying its quality. This metric was not tested on databases; besides, this metric relies on partial
access to the reference image, which makes it a reduced reference metric and not a no-reference
metric.

There have been NR metrics that were designed for general purpose usage. The authors of [15] and
[16] built statistical models of mean subtracted contrast normalized (MSCN) coefficients and spatial
relationship between neighbouring pixels. The model was trained on features obtained from both
natural and distorted images and on human judgments of the quality of these images. Therefore,
BRISQUE metric in [15] was limited to the types of distortion it has been tuned to. It worked fine for
noise, blur and compression distortion, but its performance degraded significantly for contrast-
distorted images, whereas for [16] there was a limited number of databases, and by comparison, the
NIQE Index was not tied to any specific distortion type.

In 2013 [17], Gu et al. proposed a reduced reference metric for contrast-change images called RIQMC
metric depending on information residual between the input and the distorted images as well as the
first four order statistics of the distorted image histogram. Gu et al. used CID2013, TID2013 and CSIQ
public databases. This RIQMC metric was devised based on phase congruency and information
statistics of histogram, acquiring superior performance beyond existing models and managing to
enhance original natural images. Despite that the metric achieved an impressive performance, the
major drawback was that there was partial access to the reference image and that access was not based
on natural image statistics (NSS) model. It inevitably needs a single number (the entropy) from
original natural image. Entropy is considered an important feature, while it cannot represent the local
information of the image. Xue et al. used statistics associated with gradient magnitude and Laplacian
features to measure image quality [18]. Xue et al. proposed a blind image quality metric BIQA that
predicts image quality by analyzing the image statistics in some transformed domains, such as discrete
cosine transform domain and wavelet domain. Used databases were LIVE, TID2008 and CSIQ.
Despite that the results for BIQA were good, it dealt with distortion in general such as blur and
compression, but not with contrast-distortion.

In 2015 [1], Fang et al. proposed a no-reference image quality metric for contrast-distorted images
depending on natural scene statistics (NSS). They employed many images to build an NSS model
based on moment features. The authors used the three public databases CID2013, TID2013 and CSIQ.
The results of their experiments were good for one of the databases, but not for TID2013 database,
which called for more research.

Li et al. in [7] used discrete orthogonal moments to evaluate blur effect. They proposed a blind blur
assessment metric concentrating on blur distortion only. They used four public databases, which are
LIVE, CSIQ, TID2008 and TID2013, in their experiments. The authors claimed that blur affects the
magnitudes of moments of an image based on discrete Tchebichef moments. The gradient of a blurred
image is first computed to account for the shape, which is more effective for blur representation. Then,
the gradient image is divided into equal-size blocks and the Tchebichef moments are calculated to
characterize the image shape. The energy of a block was computed as the sum of squared non-DC
moment values. Finally, the proposed image blur score is defined as the variance-normalized moment
energy, which is computed with the guidance of a visual saliency model to adapt to the characteristics
of human visual system. This metric attempts to model indicators of quality for the distortion in
question — blur - and hence was unsuitable for use for contrast change.

In [19], Liu et al. proposed a no-reference image quality assessment method depending on mutual
information of wavelet domain named (MIQA-I11), by computing neighbouring pixels using LIVE [20]
database. This method showed good results in identifying distortion. But, this method was based only
on LIVE database without taking contrast change into consideration. In [21], Gu et al. reported a new
large dedicated contrast-changed image database (CCID2014) which includes 655 images and
associated subjective ratings recorded from 22 inexperienced observers and proposed a reduced
reference image quality metric for contrast change (RIQMC) using phase congruency and statistics
information of the image histogram. Validation of the proposed model was conducted on contrast
related to CCID2014, TID2008, CSIQ and TID2013 databases. Despite that the metric showed good
results, it required information from the original image — which was entropy — in addition to that it was
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not tested on locally enhanced images. Depending on this metric, Wu et al. in [22] proposed a no-
reference metric for contrast-distorted image assessment. They extracted five statistical features from
the distortion image and two features were extracted from the phase congruence (PC) map of
distortion image. These features and human mean opinion scores (MOS) of training images were
jointly utilized to train a model of Support Vector Regression (SVR). Despite that the results were
close to RIQMC results, these results depended on one database only which is CC11D2014. In [23], Gu
et al. presented a no-reference image quality assessment metric for contrast-distorted images. In the
metric, they searched for local details. They first removed predicted regions in an image, claiming that
the unpredicted ones are of much information. Then, they computed entropy of unpredicted areas of
maximum information by visual saliency. Gu et al. used CID2013, CCID2014, CSIQ, TID2008 and
TID2013 databases. According to the results achieved, there was still weakness in predicting quality,
especially for TID2013, where the results was 0.64.

Lately, Shokrollahi et al. proposed a contrast-changed image quality (CCIQ) metric including a local
index, named edge-based contrast criterion (ECC) and three global measures [24]. They did not
consider the metric as a full-reference metric, since the original image is not regarded to have the ideal
quality. They claimed that it follows a new paradigm in image quality assessment. Experimental
results on the three benchmark databases CID2013, TID2013 and TID2008 demonstrate that the
proposed metric outperforms the state-of-the-art methods. This metric showed good evaluation for
CID2013 and TID2013 when compared to full-reference metric (PSNR), reduced reference metric
(RIQMC, [17]) and no-reference metric (NR-CDIQA, [1]). Regardless of the results, this metric is still
referring to the original — reference - image.

In [25], Gu et al. developed a blind/no-reference (NR) model for assessing the perceptual quality of
screen content pictures with big data learning. In this model, they extracted four types of features
descriptive of picture complexity, screen content statistics, global brightness quality and sharpness of
details. The efficacy of the new model was compared with existing blind picture quality assessment
algorithms applied on screen content image databases. The proposed model gave a promising
performance.

In [26], Gu et al. investigated the problem of image quality assessment (IQA) and enhancement using
machine learning. In their work, they developed a new NR-IQA model by extracting 17 features from
the given image by analyzing contrast, sharpness, brightness, among other features. They validated the
efficiency of their metric using nine datasets. Another contribution of the authors was image
enhancement to be based on quality optimization. The authors conducted histogram modifications to
modify image brightness and contrast to a proper level. They claimed that their framework can
enhance image contrast and lightness.

3. RESEARCH METHODOLOGY

Experiments for exploring colorfulness and naturalness features were conducted in two stages: the
preliminary stage, that explores the features of contrast and color using the raw data; this stage was
fast and easy. Depending on the results from the preliminary stage, the comprehensive stage - using
the NSS of the features - was conducted. The comprehensive stage required more time and work. The
study implementation of this study started with:
1- Getting the distribution of local contrast, colorfulness and naturalness for SUN2012 database
using dfittool( ) in MATLAB software.
2- Getting the probability distribution function (pdf) of these features.
3- The implementation was conducted over three public databases CID2013 [27], [17], TID2013
[28] and CSIQ [29].
4- The regression method used was Support Vector Regression (SVR) with cross-validation for k
=2to10.
5- The performance metrics and tests used are mentioned later in sub-sections 3.3 and 3.5.

3.1 Colorfulness Feature

Colorfulness is a low-level feature of color; it is a visual sensation by which the perceived colorfulness
of any part of an object appears to be less or more chromatic [30]. Images were converted CIELab
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color space which contains all perceivable colors. CIELab was used, because it has an infinite range of
colors that exceeds those in RGB color model to simulate human vision. In addition, it is device-
independent. See Figure 1.

Figure 1. To the right is the image in RGB and to the left is the image in CIELab color space.

3.2 Naturalness Feature

Naturalness is a high-level feature of color; it is composed of hue, saturation, chroma and luminance,
which makes it a good complement to colorfulness. For naturalness computation, images were
converted into CIELuv color space that uses previously mentioned color components.

3.3 Performance Metrics Used in the Experiments

For measuring the correlation with MOS, Pearson Linear Correlation Coefficient (PLCC) and Root
Mean Squared Error (RMSE) were used to predict accuracy. For monotonicity, Spearman Rank Order
Correlation Coefficient (SROCC) was used.

3.4 Databases

Databases used in the experiments were: first the CID2013 database which was established for
contrast-distorted images. It contains 15 references and 400 contrast-enhanced images. Twenty-two
people have shared in providing quality score for MOS. Second, the TID2013 database that contains
25 reference images with different distortion types including contrast distortion. The last was the
CSIQ database with 30 reference images and different types of distortion. CSIQ database contains 116
contrast-distorted images. Subjective tests on the three databases followed the recommendations of
ITU-R BT 500-12 [31]. A sample of images used in the research is displayed in Figure 2.

Figure 2. Sample of original (to the left) and contrast-distorted images. Top row from CSIQ
database, middle row from CID2013 database and bottom row from T1D2013 database.

3.5 Statistical Test

Paired t-test was conducted for each of the four performance metrics based on the metric’s value
obtained before and after modification in either feature or regression. The output of t-test was the p-
value; the probability that the differences between two groups of data in a pair were not statistically
significant; the higher the probability, the more likely the differences are not statistically significant. In
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this study, the p-value less than 0.05 was interpreted as the differences being statistically significant.
The results were reported in the form of percentage of difference for each of the databases and average
differences over all databases.

3.6 Procedure of the Experiments
Conducted experiments in the preliminary stage included:

1. Computing local contrast, colorfulness and naturalness for each image in the three public
databases.

2. Preparing the five moment features for each database (mean, standard deviation, entropy,
skewness and kurtosis) for color features.

3. Using Support Vector Regression (SVR) for predicting the output data to be compared with target
data of MOS.

4. Computing PLCC, SROCC and RMSE correlations performance metrics.

5. Computing t-test for each performance metric.

3.6.1 Preliminary Stage
Contrast vs. (Contrast + Colorfulness) and Contrast vs. (Contrast + Naturalness)

This experiment measures the correlation between MOS and local contrast feature before and after
adding each of color features - colorfulness and naturalness - to the contrast.

1. Image data were partitioned using cross-validation cvpartition( ) function for k-fold from 2 to 10
to minimize bias.

2. In each round — from the k sets — each set acts as a test set only once, whereas the remaining are
training sets and same for all sets.

3. PLCC, SROCC and RMSE performance metrics were used to find the correlation between MOS
and local contrast.

4. Each k group prediction was averaged.

5. Percentage of difference before and after adding the (raw or NSS) of the feature was computed.

6. The statistical parametric t-test was performed to test the null hypothesis.

3.6.2 Comprehensive Stage

(Five moment features) vs. (five moment features + pdf of Colorfulness feature) and (five moment
features) vs. (five features + pdf of Naturalness feature)

To compute colorfulness of color, the image was converted from RGB color space into CIELab color
space, then Chroma of the color was computed according to the equation:

C* = (a*? + b*?)05 Equation (1)

where C* is the computed Chroma. Colorfulness of color was computed according to the following
equation:

Ck = mean(C*) + std(C") Equation (2)

The steps to compute the naturalness of color were to convert the image from RGB color space into
CIELuv color space. Images were first converted from RGB color space into XYZ color space, then
the parameters for Luv were computed according to the equations:

1
116()s — 16 if — > 0.008856
L= " n Equation (3)

903.3 (=)  if — <0.008856

ut = 13 (L)@ — u,) Equation (4)
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v' = 13 (L)W —v,) Equation (5)

, 4x , 9y
wheret = ——— ,and v = ———
X+15Y+3Z X+15Y+3Z

Equation (6)
L* scales from 0 to 100.

Then the computed variables of luminance, hue and saturation were used in computing naturalness of
color for each image as follows:

C* = (u*?+v*?)0>s Equation (7)
hy, = arctan(Z—:) Equation (8)
Sy = i— Equation (9)

Finally, the naturalness of color was computed according to the equation:
Njj = exp(—0-5(%)2) Equation (10)
]

This experiment measures the correlation between MOS and the probability of the five features (mean,
standard deviation, entropy, skewness and kurtosis) before and after adding the probability of each
feature of colorfulness and naturalness. Steps followed were the same as in the preliminary
experiment.

4. EVALUATION OF RESULTS

The results of the preliminary stage were encouraging for moving to the comprehensive stage. So, the
results displayed here concern the comprehensive stage only.

Table 1 and Table 2 summarize the results. Table 1, row 1 shows the percentage of difference in each
of the performance metrics for adding the colorfulness feature. Table 2, row 1 shows the p-values of
the paired t-tests. As seen in Table 1, there was a good improvement in the results of the experiment
when using TID2013 database — this database was a target for improvement. PLCC and SROCC
increased by 3.04% and 4.92% and RMSE decreased slightly by 0.94%. As seen in Table 2, all the
three p-values for TID2013 database were less than 0.05, indicating that the differences in all three
performance metrics were statistically significant.

As for CID2013, there were marginal decrements in PLCC and SROCC by 0.36% and 0.59%,
respectively, with a marginal increment in RMSE by 1.08%. As seen in Table 2, all the three p-values
for CID2013 were less than 0.05, indicating that the differences in all the three performance metrics
were statistically significant. Nevertheless, it is worth noting that the magnitudes of change in the
three metrics were very marginal.

For CSIQ database, there were good increments in PLCC and SROCC by 13.69% and 13.42%,
respectively, while there was a good decrement in RMSE by 11.44%. The statistical test results in
Table 2 indicated that the differences in the three performance metrics were statistically significant.

For the average results over the three databases, there were good increments in PLCC and SROCC by
5.46% and 5.92%, respectively, with a decrement in RMSE by 3.77%. The results of statistical tests
showed that there were statistically significant improvements in PLCC, SROCC and RMSE, since the
p-values were less than 0.05. Overall analysis indicated that adding colorfulness could improve the
performance of NR-IQA-CDI.

This was for adding colorfulness feature. As for adding naturalness feature, Table 1, row 2 shows the
percentage of difference in each of the performance metrics, whereas Table 2, row 2 shows the p-
values of the paired t-tests. As seen in Table 1, there was an improvement in the results of experiment
using TID2013 database. PLCC increased by 3.53%, while SROCC slightly increased by 0.17%.
RMSE decreased by 1.42%. As seen in Table 2, the p-values for PLCC and RMSE were less than
0.05, indicating that the differences in these two performance metrics were statistically significant.
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However, there was no statistically significant difference in SROCC.

As for CID2013 database, there were slight increments in PLCC and SROCC by 0.43% and 0.73%,
respectively, with a marginal decrement in RMSE by 0.8%. As seen in Table 2, all the three p-values
for CID2013 were less than 0.05, indicating that the differences in all three performance metrics were
statistically significant.

For CSIQ database, there were increments in PLCC and SROCC by 17.05% and 18.67%, respectively
and there was a decrement in RMSE by 12.88%. The statistical test results indicated that the
differences in all three performance metrics were statistically significant.

For the average results over the three databases, there were increments in PLCC and SROCC by
7.00% and 6.53%, respectively and a decrement in RMSE by 5.03%. The results of statistical tests
showed that there were statistically significant differences in PLCC, SROCC and RMSE, because the
p-values were less than 0.05. Overall analysis indicated that adding naturalness could improve the
performance of NR-IQA-CDI.

Coming to adding both colorfulness and naturalness together, results were displayed as follows:

Table 1, row 3, shows the percentage of difference in each of the performance metrics and Table 2,
row 3, shows the p-values of the paired t-tests. As seen in Table 1, there was an improvement in the
results of experiment using TID2013 database, which was a target for improvement. PLCC and
SROCC increased by 5.19% and 5.28%, respectively. RMSE decreased by 1.79%. As seen in Table 2,
for all three performance metrics - PLCC, SROCC and RMSE - p-values for TID2013 were less than
0.05, indicating that the differences in all three performance metrics were statistically significant.

As for CID2013 database, there was a slight decrement in PLCC by 0.07%, whereas SROCC slightly
increased by 0.19%, with a marginal decrement in RMSE by 0.67%. As seen in Table 2, SROCC and
RMSE p-values for CID2013 were less than 0.05, indicating that the differences in these performance
metrics were statistically significant.

For CSIQ database, there were good increments in PLCC and SROCC by 19.18% and 20.50%,
respectively. RMSE showed a good decrement by 15.47%. The p-values for statistical test results were
less than 0.05, indicating that the differences in the three performance metrics were statistically
significant.

Averaging the results over the three databases, there were increments in PLCC and SROCC by 8.10%
and 8.65%, respectively, with a decrement in RMSE by 5.53%. The results of statistical tests showed
that there was statistically significant improvement in PLCC, SROCC and RMSE, because all the p-
values were less than 0.05. Overall, the results indicated that adding both colorfulness and naturalness
of color could help improve the performance of NR-IQA-CDI.

Comparing adding each color feature alone to adding both together gave the results listed in Table3
and Table 4. Table 3 shows the percentage of difference in each of the performance metrics and Table
4 shows the p-values of the paired t-tests for adding colorfulness or naturalness versus adding both.

Table 3 shows that PLCC increased by 2.42% and 1.04% when adding both features as compared to
adding only colorfulness and adding only naturalness, respectively. The p-values of statistical tests
were less than 0.05, indicating that the differences in the performance metrics for adding both features
were statistically significant.

SROCC increased by 2.48% and 2.03% when adding both features as compared to adding only
colorfulness and adding only naturalness, respectively. The p-values of statistical test results were less
than 0.05, indicating that the differences in the performance metrics for adding both features were
statistically significant.

RMSE decreased by 1.95% and 0.59% when adding both features as compared to adding only
colorfulness and adding only naturalness, respectively. The p-value of statistical test for both features
versus colorfulness only was less than 0.05, indicating that the differences in the performance metrics
were statistically significant. There was no statistically significant difference for adding both features
versus adding only naturalness, but this has only a small effect.
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Table 1. Percentage of difference in the performance after adding natural scene statistics of both
colorfulness and naturalness to the five features each one separated and both together.
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Table 2. P-values for the performance for adding natural scene statistics of both colorfulness and
naturalness to the five features each one separated and both together.
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Table 3. Percentage of difference in the performance after adding both features vs. colorfulness and
both features vs. naturalness over the three public databases.

Features PLCC | SROCC RMSE
Both vs. Colorfulness 2.42% 2.48% -1.95%
Both vs. Naturalness 1.04% 2.03% -0.59%
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Table 4. P-values for paired t-test on the difference in the performance of NR-IQA-CDI after
adding both features vs. adding only one of them.

PLCC SROCC RMSE
Both vs. Colorfulness 1.6454x10%  7.5066x10%°  1.1542x10°
Both vs. Naturalness 2.3174x10%  6.5035x10%  2.1236x10™

5. CONCLUSION

This study tested the hypotheses that: “adding colorfulness of color could improve the performance of
NR-IQA-CDI in predicting MOS” and “adding naturalness of color could improve the performance of
NR-1QA-CDI in predicting MOS”.

Results denoted that there was a significant positive difference — improvement in the performance of
prediction — for adding only colorfulness of color feature, for adding only naturalness of color feature
and even for adding both of color features together in evaluating the no-reference image quality.
Adding both color features versus adding either one of them showed — in general — that adding both
features gives better results.

The variety of images in each database and the number of images played a part in the results. But, in
spite of this, the results came promising for the proposed features in predicting the quality of images
that have no reference.
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Statistics", Yusra Al-Najjar and Chen Soong Der.
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