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ABSTRACT

Typically, people with severe motor disabilities have limited opportunities to socialize. Brain-Computer
Interfaces (BCIs) can be seen as a hope of restoring freedom to immobilized individuals. Motor imagery (Ml)
signals recorded via electroencephalograms (EEGSs) are the most convenient basis for designing BCls as they
provide a high degree of freedom. Ml-based BCls help motor disabled people to interact with any real-time BCI
applications by performing a sequence of MI tasks. But, inter-subject variability, extracting user-specific
features and increasing accuracy of the classifier are still a challenging task in Ml-based BCls. In this work, we
propose an approach to overcome the above-mentioned issues. The proposed approach considers channel
selection, band-pass filter based common spatial pattern, feature extraction, feature selection and modeling
using Gaussian Naive Bayes (GNB) classifier. Since the optimal features are selected by feature selection
techniques, they help overcome inter-subject variability and improve performance of GNB classifier. To the best
of our knowledge, the proposed methodology has not been used for Ml-based BCI applications. The proposed
approach has been validated using BCI competition Ill dataset IVa. The result of our approach has been
compared with those of two classifiers; namely, Linear Discriminant Analysis (LDA) and Support Vector
Machine (SVM). The results prove that the proposed method provides an improved accuracy over LDA and SVM
classifiers. The proposed method can be further developed to design reliable and real-time MI-based BCI
applications.

KEYWORDS

Motor imagery, Brain computer interface, Electroencephalography, Feature extraction, Feature selection,
Machine learning.

1. INTRODUCTION

Brain-Computer Interfaces (BCIs) provide a direct connection between the human brain and a
computer [1]. BCls capture neural activities associated with external stimuli or mental tasks, without
any involvement of nerves and muscles and provide an alternative non-muscular communication [2].
The interpreted brain activities are directly translated into a sequence of commands to carry out
specific tasks, such as controlling wheel chairs, home appliances, robotic arms, speech synthesizers,
computers and gaming applications. Brain activities can be measured through invasive and non-
invasive devices. So far, a wide research has been carried out on human behaviour and task
classification using invasive techniques, such as electrocorticography (ECoG) [3] and Local Field
Potentials (LFPs) [4]-[5]. In ECoG, the electrodes are placed directly on the exposed surface of the
brain to record electrical activity and LFP refers to the electrical field recorded using a small-sized
electrode in the extracellular space of brain tissue. These techniques involve surgery and are risky. A
non-invasive BCI uses brain activities recorded from an electroencephalogram (EEG), functional
Magnetic Response Image (fMRI) or magnetoencephalogram (MEG), ...etc. Among the available
non-invasive devices, EEG-based BClIs facilitate many real-time applications, as they satisfy
convenience criteria (non-intrusive, non-obtrusive and simple) and effectiveness criteria (sensitive,
efficient and compatible) [6].

This paper is an extended version of a short paper that was presented at the International Conference "New Trends in Computing Sciences

(ICTCS) 2017", 11-13 October 2017, Amman, Jordan.
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EEG-based BCI systems are mostly built using Visually Evoked Potentials (VEPS), Event-Related
Potentials (ERPs) [7], Slow Cortical Potentials (SCPs) and Sensori-Motor Rhythms (SMRs). Out of
these potentials, SMR-based BCI provides a high degree of freedom in association with real and
imaginary movements of hands, arms, feet and tongue [8]. The neural activities associated with SMR-
based motor imagery (MI) BCI are the so-called mu (7-13 Hz) and beta (13-30 Hz) rhythms [9]. These
rhythms are readily measurable in both healthy and disabled people with neuromuscular injuries. Upon
executing real or imaginary motor movements, amplitude suppression or enhancement of u rhythm is
caused and these phenomena are called Event-Related Desynchronization (ERD) and Event-Related
Synchronization (ERS), respectively [9]. Traditional BCIls rely on these neurophysiological
phenomena to determine whether the user is performing a motor task or not.

As the dynamics of brain potentials associated with M1 tasks can form spatio-temporal patterns, the
Common Spatial Pattern (CSP) [10] is a highly successful algorithm to extract relevant Ml features.
This algorithm is designed to capture the spatial projections of ERD/ERS in such a way that the power
ratio differs greatly between two classes. Several variants of CSP have been devised, such as Common
Spatial Spectral Pattern (CSSP) [11], spectrally weighted common spatial pattern [12], Iterative
Spatio-Spectral Pattern Learning (ISSPL) [13], Filter Bank Common Spatial Pattern (FBCSP) [14],
augmented complex common spatial pattern [15], Separable Common Spatio-Spectral Pattern
(SCSSP) [16] and self-adaptive CSP [17].

Collecting EEG-based MI data is a tedious and time-consuming process. Processing with entire EEG
data delays the system and affects the accuracy of the classifier. It is also important to note that, for the
same user, the observed patterns differ from one day to another, or from session to session [1]. This
inter-personal variability of EEG signals results in degraded performance of the classifier. From the
literature, it is observed that many features, like statistical [18], time-domain [19], frequency-domain
[20], wavelet [21], auto-regressive coefficients [22] have been extracted from Mi-based EEG signals.
It is still a question whether the extracted features are subject-specific optimal features or not. Apart
from this issue, for real-time applications, the ongoing motor imagery events have to be detected and
classified continuously into a control command as accurately and quickly as possible. The above
issues motivate us to lay down our research objectives as follows: selecting channels considering the
motor areas; addressing inter-personal variability; extracting the set of highly discriminant user-
specific features; increasing the speed and accuracy of the classifier in MI-based BCI system.

As it is proven that the channels present near the active regions of the brain have more relevant
information [18], it is best to consider those channels for further processing. Few research on feature
optimization for Ml-based BCI [23] and Steady-State VEP (SSVEP)-based BCI [24] has been carried
out recently. In this work, to provide subject-specific optimal features, two different feature selection
methodologies, such as minimum Redundancy Maximum Relevancy (mMRMR) method and Lasso
regularization-based feature selection method are studied. In the same way, in literature, different
classifiers have been applied to classify EEG-based MI tasks with different features [25]. Recent
research on classification and pattern recognition shows that a Bayesian classifier produces enhanced
results than the existing classifiers [26]- [29]. Hence, in this work, Gaussian Naive Bayes (GNB)
classifier is used and modeled using the selected optimal features.

The framework of the proposed EEG-based MI BCI system is shown in Figure 1. The following
aspects can be highlighted on the proposed EEG-based MI BCI system.

1) The channels present over the motor areas are selected for processing.

2) Band-pass filter-based CSP is applied to the selected EEG channels to spatially filter the
signals.

3) The possible number of features is extracted from the spatially filtered data.

4) The most discriminant user-specific features using two different feature selection methods are
observed.

5) The selected features are modeled using Gaussian Naive Bayes classifier.

6) We compared the experimental results of the proposed method with those of two classifiers;
namely, LDA and SVM, in terms of accuracy and time.

In order to make our proposed method more suitable for real-time classification, constraints are
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Figure 1. Framework of the proposed approach.

applied on selecting channels and on selecting features. Normally, EEG signals suffer from inter-and
intra-subject variability. In our proposed method, the selected features are normalized using z-score
normalization, which makes the features lie in a certain range and reduces the variability between
different sessions and subjects. Unlike other classifiers, in GNB classifier, there is no parameter
tuning. Finally, only with two feature sets, the GNB classifier classifies the different Ml tasks
accurately and quickly. The pipeline followed in our work, like channel selection, band-pass filter-
based CSP, feature selection and GNB model, proves to be a better method for real-time MI-based
BCI applications.

Our paper is organized as follows. In Section 2, we present a description of the data and the proposed
technique in detail. In Section 3, the experimental results and performance evaluation are presented.
Finally, conclusions and future work are outlined in Section 4.

2. DATA AND METHOD

This section will describe the MI data used in this research and then the steps followed in the proposed
method; namely, channel selection, pre-processing, feature extraction, feature selection and
classification of EEG-based Ml data in detail.

2.1 Experimental Data

We used the publicly available dataset IVVa from BCI competition 111 [30] to validate the proposed
approach. The dataset consists of EEG-recorded data from five healthy subjects (aa, al, av, aw and ay),
who performed right hand and right foot M1 tasks during each trial. According to the international 10-
20 system, MI signals were recorded from 118 channels. The visual cue for 1 trial lasted for 3.5
seconds and the time paradigm of a single trial is shown in Figure 2. For each subject, there were 140

Class : Right hand / Foot

- e e . A
| ———1 | = | == ) e
t=0 t=1 t=2 t=3 t=4 t=5 t=6 =7
REST PERIOD TRAINING PERIOD REST PERIOD
Visual Cue Begins Visual Cue Ends

Figure 2. Time taken for a single trial.
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trials for each task and therefore 280 trials totally. The measured EEG signal was filtered using a
bandpass filter between 0.05 and 200 Hz. Then the signal was digitized at 1000 Hz with 16-bit
accuracy.

2.2 EEG Signal Pre-processing
2.2.1 Channel Selection

The dataset consists of EEG recordings from 118 channels, which means that it is very large to
process. As we are using the EEG signal of two class M1 tasks (right-hand and right-foot), we extract
the needed information from premotor cortex, supplementary motor cortex and primary motor cortex
[31]. Therefore, from the 118 channels of EEG recording, 30 channels present over the motor cortex
are considered for further processing. Moreover, removal of irrelevant channels helps increase the
robustness of classification system [32]. The selected channels are FC2, FC4, FC6, CFC2, CFC4,
CFCe6, C2, C4, C6, CCP2, CCP4, CCP6, CP2, CP4, CP6, FC5, FC3, FC1, CFC5, CFC3, CFC1, C5,
C3, C1, CCP5, CCP3, CCP1, CP5, CP3 and CP1. The motor cortex and the areas of motor functions,
the standard 10£20 system of electrode placement of 128-channel EEG system and the electrodes
selected for processing shown in Figure 3. The green and red circle indicates the selected channels and
the red circle indicates the C3 and C4 channels on the left and right side of the scalp, respectively.

%
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Figure 3. (a) Motor cortex of the brain (b) Standard 10+20 system of electrode placement for 128-
channel EEG system. The electrodes in green and red color are selected for processing.

2.2.2 Bandpass Filtering

Since the original sampling rate of the EEG signal is 1000 Hz, it is down sampled to 100 Hz for
further processing. Then, the selected 30-channel EEG data is again passed through a band-pass filter
between 7 and 30 Hz, as it is known from [9] that mu (n) and beta (B) rhythms lie within that
frequency range. Then, data segmentation is done, where we used three-second data (300 samples)
after the display of cue of each trial, assuming that the subject might be moving the right hand or right
foot on an average of 3 seconds. Each segmented data is called an epoch.

2.2.3 Spatial Filtering

CSP is one of the most commonly used spatial filters in building Ml-based BCls [10]-[17]. The
signals which are segmented into two second time samples are spatially filtered using a CSP filter.
CSP aims to find the linear transforms or spatial filters, which maximizes the variance of one class
while minimizing it for the other class. How CSP is applied to the given dataset, is explained here.
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Let X5 and X be the two epochs of a multivariate signal related to right-hand and right-foot Ml
classes, respectively. They are both of size (¢ X n), where ¢ is the number of channels (30) and n is
the number of samples (100 x 2). We denote the CSP filter by:

Xi*F = wrx; ©)
where i € {H, F} is the number of MI classes, X¢5F is the spatially filtered signal, W is the spatial
filter matrix and X; € R s the input signal to the spatial filter. The objective of the CSP algorithm

is to estimate the filter matrix W. This can be achieved by finding the vector w, the component of the
spatial filter W, by satisfying the following optimization problem:

max (WTCH W) 2)

w WTCFW

where Cy; = X, X% and Cr = XpXE. In order to make the computation easier to find w, we computed
Xy and Xy by taking the average of all epochs of each class. Equation (2) can be written as
minimization problem as follows:

min(—wTCyw)  Subjectto wTCrw =1 (3)
w
Solving the above equation using Lagrangian method, we finally have the resulting equation as:
CHW = ACFW (4)

Thus, Equation (2) becomes an eigenvalue decomposition problem, where A is the eigenvalue which
corresponds to the eigenvector w, obtained by solving the following equation:

(Cy —ACp)w =0 ()
Here, w maximizes the variance of right-hand class, while minimizing the variance of right-foot class.
The eigenvectors with the largest eigenvalues for € have the smallest eigenvalues for Cr. Since we
used 30 EEG channels, we will have 30 eigenvalues and correspondingly 30 eigenvectors. Therefore,

CSP spatial filter W will have 30 column vectors. From that, we select the first m and last m columns
to use as 2m CSP filter of W sp.

Wesp = Wi, wa, oo, Wi, We g1 -, Wl € R3¢ (6)
Therefore, for the given two-class epochs of MI data, the CSP filtered signals are defined as follows:
X[C-ISP e RszC — WESPXH
Xp € R = WispXp ()
The CSP filters can be plotted back to see the activations of various regions of the brain. Figure 4
shows the scalp plot, where the first 4 and last 4 magnitudes of the coefficients of the CSP filter are

plotted. The dark red colour indicates the highest significance. The upper-left plot indicates the filter
w; and the down-right plot indicates the last filter w,,.

L X\ XX
e e

Figure 4. Colormap of magnitudes of the coefficients of CSP filter projected on the scalp.

2.3 Feature Extraction

The spatially filtered signals X¢SPare obtained for each epoch and are still of high dimension. To
reduce the complexity of working with such high dimensional signals, we need to pull out some
special features from the spatially filtered data. These features must maximize the discriminability
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between the two MI classes. A set of 38 features are extracted from each spatially filtered epoch. The
extracted feature vectors are listed below.

2.3.1 Statistical Features

We extracted seven statistical features; namely, mean, median, standard deviation, skewness, kurtosis,
maximum and minimum, as stated in Table 1. These features describe the distribution of EEG signals
in terms of amplitudes and moments [18].

Table 1. Statistical features and their description.

Parameters Description
Mean Mean value of the signal, uycse = %Z,’l’;} X
Median Median (middle) value of the signal

Standard deviation _ .
Standard deviation of the signal, Oyesp = \/ﬁz’,ﬁ’;(}(xk - yxicsp)z

Skewness _ IRt yesp)?

Asymmetry value of the signal, Sycsp = ——————

i UXiCSP
Kurtosis _ SR camgesp)t
Flatness measure of the signal, K ycsp = ——5———3
i (UXiCSP )

Maximum Maximum positive amplitude
Minimum Minimum negative amplitude

2.3.2 Time-domain Features

Time-domain features [19] capture the temporal information of signals. As EEG is known to have a
good temporal locality, we extracted a number of time-domain features, as listed in Table 2; namely,
hjorth parameters (activity, mobility and complexity), 1% difference mean and maximum, 2"
difference mean and maximum, mean and variance of vertex to vertex slope, mean and variance of
vertex to vertex amplitudes, zero crossing and coefficient of variation.

Table 2. Time-domain features and their description.

Parameters Description
Activity Mean power/variance (o zcs»)
11
MObIllty U;(Csp
< L ) where O';(Csp is the standard deviation of first derivative
UXE:SP i
Complexity Tycsp Oycsp
-t /—L | where o.¢sp is the stand. devi. of second derivative
TxCSP " TxCSP Xy
1%t Diff. Mean and Max. Mean and maximum value of the first derivative of the signal
2" Diff. Mean and Max. Mean and maximum value of the second derivative of the signal
Mean V-V slope Mean of vertex to vertex (peak-peak) slope
Variance V-V slope Variance of vertex to vertex (peak-peak) slope
Mean V-V amplitudes Mean of vertex to vertex (peak-peak) amplitudes
Variance V-V amplitudes Variance of vertex to vertex (peak-peak) amplitudes
Zero crossing Number of times the signal crossing zero

Coeff. of variation Ratio of standard deviation to the mean.
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2.3.3 Frequency-domain features

The frequency-domain features [20] capture the frequency information of brain rhythms during motor
imagery tasks. It is known as stated earlier that the frequency of motor imagery signals lies within 7-
30 Hz. If the time-domain signal is converted into frequency domain, all frequency related features
can be estimated. Power spectral density (PSD) is used to estimate the frequency content of the signal.
In our work, PSD is computed using Welch method, where averaging a periodogram spectrum is
carried out on overlapping data segments. The spatially filtered signal (300 samples) is divided into
small segments and assumed to be stationary. A window function, such as rectangular, hamming,
hanning, ...etc., is typically chosen for this purpose. For computing PSD, we used Hanning window
and took the window size as 100 with 50% overlapping. From the obtained array of frequencies, we
selected two sub-bands of a (7-13 Hz) and g (13-30 Hz). For each of these sub-bands, we calculated
the band power and its ratios (a/f and S/a). PSD obtained for the given spatially filtered signal is
shown in Figure 5.

20 4

Amplitude

o 50 100 150 200 250 300
Samples

A0

20 1

I}- T T T T T
0 10 20 £l 40

frequency [Hz]

PSO

Figure 5. Spatially filtered signal of an epoch and its PSD.

2.3.4 Wavelet-based Features

Wavelet transform [21] is a spectral estimation technique, in which any general function can be
expressed as an infinite series of wavelets. The decomposition of the signal leads to a set of
coefficients called wavelet coefficients. In our work, we used the Discrete Wavelet Transform (DWT),
which employs two functions; namely, scaling function and wavelet function. The DWT gives rise to
two coefficients (D; and 4;), which are the down sampled outputs of the high pass and low pass filters
at each decomposition level. Features may be computed for any D; and A; corresponding to important
MI-based EEG frequency bands. We used coifl wavelet with level-1 decomposition, as it gives best
result among other wavelets [33]. Here, D; corresponds to beta-band (13-30 Hz) and A; corresponds to
alpha-band (7-13 Hz). The extracted wavelet-based features are mean, standard deviation, energy and
entropy of both D; and A4;.

2.3.5 Auto-regressive Coefficients

Auto-regressive (AR) method [22] models the signal at any given time, as a weighted sum of signals at
previous time and some noise. We implemented AR model of order 6 using the Burg’s algorithm and
used the coefficients as features. Mathematically, it can be formulated as:

X() = a;X(t1) + axX (L) + -+ apX(tp) + E; (8)

where, X(t) is the measured signal at time ¢, E; is the noise term and a, to a, are the auto-regressive
parameters.

Therefore, we extracted a set of N (38) features from each spatially filtered epoch; i.e., F =
{fler: ---;fN}, where fl € RZk and F € ]RZkXN,
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2.3.6 Feature Normalization

The extracted feature vectors are then normalized to a common range to reduce inter-and intra-subject
variability. We used z-score normalization [34], so that the mean value of the signal is zero and the
standard deviation is one. Mathematically, this is defined as:

z=2F 9)

g

where u is the mean and o is the standard deviation. Then, out of these normalized features, the
discriminative subset of features has to be identified for a reliable classification.

2.4 Feature Selection

Feature selection approaches aim to select a small set of features S with dimension m; that is, S =
{s1,52, ...,Sm} from a feature set F ={fi,f,, ..., fxy}, where m < N and S € F. Reducing the
number of irrelevant features will drastically improve the learning performance, lower the
computational complexity and decrease the required storage. In this section, we have exercised two
feature selection algorithms over the above normalized feature vectors.

2.4.1 Minimum-redundancy and maximum-relevance (NRMR)

As the name suggests, this feature selection algorithm is based on selecting features with minimum
redundancy and maximum relevance depending on the mutual information values between various
features [35]. Thus, it involves selecting the feature S with the highest relevance to the target class C,
based on mutual information, such that /(S; ). Mathematically, this is defined as:

Maximum relevance:

maxD, D =1=VresI(fiiC) (10)
Minimum redundancy:

minR, R =557 e (i ) (11)

where I(f;; f;) is mutual information between the feature f; and f;, |S| is the cardinality of the set S
and C is the target class. The criterion of combining the above two constraints is called minimum-
redundancy maximum-relevancy (mRMR) and is given as:

max @, ® =D —-R (12)

The features are sorted according to mRMR and the first three features are selected as optimal
features. The selected features are given in Table 1.

2.4.2 Lasso Regularization-based Feature Selection

In regularization models, classifier induction and feature selection are simultaneously achieved by
minimizing fitting errors and properly tuning penalties. The learned classifier w can have coefficients
to be very small or zero. Feature selection is achieved by selecting the non-zero coefficients in w [36].
Mathematically, this is defined as:

w =minc(w,X) + a||w|| (13)
w
where c(w, X) is the objective function of the classifier, « is the regularization parameter and ||w|| is a

regularization (penalty) term. The model penalized with [; norm is called Lasso regularization and is
defined as:

Iwll = XiZ, w; (14)

This model will have a sparse solution, such that it forces weak features to have zero coefficients and
be excluded from the model. Thus, Lasso (I,) regularization inherently performs feature selection [37].

The selected features are listed in Table 3.
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Table 3. Feature selection methods and the selected optimal features.

Feature Selection Method Selected Features
Minimum-redundancy Maximum- Band-power (13-30 Hz), wavelet
relevancy (mMRMR) energy of D;, kurtosis

Band-power (13-30 Hz), wavelet

Lasso Regularization energy of D;, AR with 6 coefficients

In both feature selection methods, we selected three features as mentioned in Table 3. Then, the
common features between mRMR and Lasso regularization are selected to train the classification
model. Thus, in our work, we consider optimal features = features selected by (mRMR N
Lasso regularization). Therefore, band-power (13-30 Hz) and wavelet energy of each of the spatially
filtered epochs have been selected as the optimal features. We tried to represent the obtained optimal
features using scalp plot to find the difference between the Ml classes visually. We found that band-
power and wavelet energy produce good differentiation between the two classes, as shown in Figure 6.
These features are tuned by k-fold cross-validation to create training and testing set.

-,

(@)

< nivamy

(b)

Figure 6. Scalp plot of (a) band-power of right-hand and right-foot M1 and (b) wavelet energy for
right-hand and right-foot M.

2.5 Gaussian Naive Bayes (GNB) Classifier

The Naive Bayes theorem aims at assigning the class C; to the feature vector by calculating a
posteriori probability of the feature vector [38]. Here, i € {H, F}, H denotes right-hand and F denotes
right-foot MI class. Mathematically, this is defined as:
_ P(SICHxp(C)

p(GlS) =" 5 (15)
where C; is the class, S = {s1, 55, ..., Sy, } IS the set of selected optimal features. By assuming Gaussian
distribution, Naive Bayes can be extended as Gaussian Naive Bayes. Gaussian distribution is easy to
work with, because only mean and variance need to be calculated from the training data [39]. Let
Ujn and Usz be the mean and variance value of the feature vector s; associated with class Cy. Then,
the class-conditional probability using Gaussian normal distribution is defined as:

(sj—nj)?
1 - 2
S=sCy) = e Z7H 16
p( j H) \/m ( )
The prediction result provides the class and is defined as:
Cprea = argmax p(C;|S1,52, <) Sm) an
l

In this study, GNB classifier is used to classify two-class Ml signals. The main advantage of this
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classifier is that there is no parameter tuning like in other classifiers. The parameters in GNB classifier
are automatically calculated by maximum likelihood estimation (MLE) [38].

2.6 Performance Measures
The performance of the proposed method was evaluated using the following measures.

2.6.1 Confusion Matrix

The confusion matrix is a useful tool for analyzing how frequently instances of a class (say X) were
correctly classified as class X instances. Having m classes, confusion matrix is a table of size m x m.
An entry at (i, j) indicates the number of instances of class i that were labeled by the classifier as class
j instances. Here, right-hand instances should be classified as belonging to the right-hand class. Thus,
the numbers of true positives (TP), false negatives (FN), false positives (FP) and true negatives (TN)
are obtained. For a classifier to have good accuracy, ideally most of the diagonal entries (TP, TN)
should have large values with the rest of entries being less or close to zero.

2.6.2 Accuracy

The accuracy is the ratio of total number of correctly classified samples to the total number of samples
of all classes.

TP+TN
TP+FN+FP+TN

Accuracy = (18)

2.6.3 k Score

The «-score or k-coefficient is a statistical measure that compares observed accuracy (p,) with
expected accuracy (p.). The k-score is given by the following equation:
Po—DPe
K=—— 19
1-pe ( )
where, k¥ = 1 indicates complete agreement between the MI BCI classes, while k < 0 means that there
is no agreement at all.

3. EXPERIMENTS, RESULTS AND DISCUSSION

In this section, the implementation procedure and the experimental results of the proposed method
using the dataset IVVa of BCI competition Il are explained. In this study, the codes were written in
Python 2.7, making use of Scikit Learn [40]; a popular machine learning library.

3.1 Performance of the Proposed Method

The given dataset had two MI classes; right-hand and right-foot, to be classified. We experimented
with the proposed model using two different numbers of channels. One experiment considered all the
118 channels and the other considered only the 30 channels present over the motor cortex. The optimal
features selected from the dataset after applying band-pass filter-based CSP are given as input to the
GNB model. Table 4 shows the k-fold cross-validation accuracy of the proposed method for each
subject taking 118 and 30 electrodes, respectively. Here, the value of k is taken from 1 to 10; the
average and the standard deviation values obtained for all the 10 folds are given in Table 4.

From the values obtained, it is observed that the reduced number of channels gives better accuracy
than considering all the 118 channels.

Since we got better accuracy with 30 channels, we proceeded with the experiment with the reduced
number of channels. In order to make the evaluation easier, after selecting the optimal features, the
training and testing data is created considering all the subject’s data together. GNB classifier is built
based on the training data and validated using the testing data. Table 5 shows the various performance
measures achieved by the proposed method for all the 10 folds.
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Table 4. Classification accuracy by k-fold cross-validation method for the proposed method.

Subjects k-fold cross-validation accuracy (%) (mean + std)
118 channels 30 channels
aa 93.72+2.81 95.16+1.95
al 89.49+5.73 91.88+4.39
av 91.03+7.22 93.85+4.87
aw 90.48+6.45 94.01+5.62
ay 93.86+3.76 96.65+2.32
Average 91.72+5.19 94.31+3.83

Table 5. Values of TP, FP, TN and FN of confusion matrix, accuracy (%) and k score of the proposed
method for all the 10 folds.

k-folds TP CERIUS'O” Malt:r;x ™ Accuracy (%) K score
k=1 800 43 39 798 95.12 0.90
k=2 807 39 32 802 95.77 0.92
k=3 805 40 34 801 95.60 0.91
k=4 798 41 40 801 95.18 0.90
k=5 803 40 38 799 95.36 0.91
k=6 799 38 40 803 95.36 0.91
k=7 810 36 32 802 95.95 0.92
k=8 805 41 35 799 95.48 0.91
k=9 808 36 32 804 95.95 0.92
k=10 812 33 28 807 96.37 0.93
Average £ std | 804.7+4.72 | 38.7+2.98 | 35+4.11 | 801.6+2.67 | 95.61+0.40 0.91+0.01

3.2 Performance Comparison with LDA and SVM Classifiers

The performance of the proposed approach is compared with those of two classifiers; namely, linear
discriminant analysis (LDA) [41] and support vector machine (SVM) [42]. LDA and SVM are the
most widely used classifiers in Ml-based BCI systems. The same optimal features selected to train
GNB classifier are used to train these classifiers. The parameters for SVM classifier need to be chosen
carefully to avoid under-fitting and over-fitting problems. The outputs obtained by LDA and SVM
classifiers are evaluated and compared with the proposed GNB approach. The performance metrics
were generated for all the 10 folds. The average and the standard deviation values obtained are shown
in Table 6. The result shows that the proposed method provides an improved accuracy over the LDA
and SVM classifiers. The runtime of each classifier is noted down, where the values obtained show
that the proposed method takes few milliseconds lesser than LDA and SVM methods.

Table 6. Comparison of performance metrics of the proposed method, LDA and SVM classifiers for
all the 10 folds (Mean + Standard deviation).

Methods Confusion Matrix Accuracy < score Runtime (in
TP EN FP N (%) milliseconds)
LDA 752 £ 6.56 71771 71+6.83 786 +4.13 91.55+0.75 0.83 £0.03 126 +4
SVM 778 £5.68 54 £7.43 56 £5.32 792 £4.05 93.45+£0.63 0.87 £0.02 1205
GNB 804.7 £4.72 38.7 £2.98 35+4.11 801.6 +2.67 95.61 + 0.40 0.91+0.01 118+ 4

3.3 Discussion

The proposed approach does not require any artifact or noise removal. The band-pass and spatial
filtering used in the method itself removes high-and low-frequency artifacts; therefore, there is no
need for any explicit artifact removal methods. The results presented in Table 4 prove that the
proposed method produces better accuracy with a minimum number of channels. The existing
approaches for MI-based EEG data classification make use of high-dimensional feature vectors. The
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accuracy achieved may be comparable, but it makes the BCI system slow. The feature selection
method used in our work determines the ideal feature set and makes the BCI system work faster. The
main advantage of GNB classifier is that there is no parameter tuning. The results listed in Table 6
demonstrate that the GNB classifier with only two feature vectors produces good accuracy and
compiles faster than other classifiers. Henceforth, our method proves to be simpler, faster and more
accurate for Ml-based BCI applications.

4, CONCLUSIONS

In this work, we used a new combination of machine learning approach to classify two-class Ml
signals for BCI applications. Firstly, the EEG signals with 118 channels are of high dimension. To
reduce computational complexity, constraints are applied on selecting channels. Secondly, it is
important to note that the EEG signals produce variations among users at different sessions. This inter-
subject variability is removed using two different feature selection techniques; namely, mMRMR and
Lasso regularization. Our results prove that the performance of two-class Ml-based BCI can be
significantly improved using a few channels and a few feature vectors. This method also reduces
computational complexity significantly and increases the speed and accuracy of the classifier models.
GNB classifier performed better than the LDA and SVM classifiers. Hence, the proposed approach
can be used to design more robust and reliable MI-based real-time BCI applications, like text-entry
system, gaming, wheel-chair control, ...etc., for motor impaired people. Future work will focus on
extending the proposed approach for classifying multi-class Ml tasks which can be further used for
communication purposes.
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ABSTRACT

The implantable body sensor network (IBSN) has many promising applications. The sensors in the network support
different functionalities, such as glucose monitoring and strain measurement in bones. These sensors work with a
central hub that communicates with a receiver outside the body. A reliable communication link between these
sensors is essential. In this paper, the path loss between elliptic circular loop antennas in muscle and two different
bones (the humerus and femoral bone) has been estimated at 403 MHz inside the CST Katja voxel body model. A 33
dB larger path loss is obtained between muscle and humerus antennas than that between muscle and femoral bone
antennas. Hence, a standard link with an ideal phase shift keying (PSK) can be only built up from the femoral bone
to the the muscle above the hip. The results in this paper provide a good source of data for link budget calculations
for bone implantable applications.

KEYWORDS
EIRP, IBSN, ISM, MedRadio, PSK.

1. INTRODUCTION

Implantable devices have many important applications in healthcare and biomedical telemetry [1]-[2]. An
antenna is normally used with the implantable device to transfer the biological data wirelessly from this
device to a receiver [3]-[4]. The receiver is placed at different positions (in the human body, on or outside
of it) to suit different applications. Hence, different communication links (in-in, in-on and in-off body)
can be established [5]-[11]. These links should be characterized and their losses should be carefully
estimated. The path loss between implantable and off-body antennas was estimated in [9]. It was also
estimated between implantable and on-body antennas in [6]-[7]. In implantable body sensor network
(IBSN), different implantable sensors can exist and work with each other. For example, a glucose
monitoring implant can work with a pacemaker/central hub, which then can communicate with a receiver
placed outside the human body. This is very beneficial, as the communication from inside the human
body to an external receiver needs to take place from one implant only [5], [12]. However, the path loss
should be evaluated in anatomical body models considering actual and exact positions of implantations, in
order to obtain accurate results. The path loss between different muscle implants was estimated in [12]-
[13] using flexible dipole antennas at 2.45 GHz. In [14], the path loss was experimentally measured
within 2.36-2.5 GHz in a homogeneous liquid body phantom of small dimensions (30x 30x20 cmd).
However, the losses in that paper were measured for paths in a simplified body phantom that did not
provide a good resemblance of the real human body. In [11], a communication link between a
transmitting half-wave dipole in the pancreas tissue and a probe receiver placed in different points in the
human mesh was characterized at 2.45 GHz and its path loss was modeled. The 401-406 MHz Medical
Device Radiocommmunication Service (MedRadio) band is mainly allocated for implantable
applications. The attenuation in the human body tissues within the MedRadio band is smaller than that
within the 2.45 GHz Industrial Scientific and Medical (ISM) band. The path loss in this band was
estimated in [5] and [11] at 402.5 and 403 MHz, respectively. However, none of these paths was in bones
or between bone and muscle implantable antennas. Bone implants have many important applications,
such as bone healing, growth and checkups of artificial joints [15]-[16]. Different antenna designs were
proposed for bone implants [17]-[21]. Bone implants may exist with other muscle implants in the IBSN.
Therefore, it is very beneficial to quantify the losses of communication paths between bone and muscle
implants for different applications.
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In this paper, the path loss between bone and muscle implantable loop antennas has been estimated and
quantified at 403 MHz inside simplified and anatomical Katja voxel body models. The implantable
antennas are first designed in simplified body models to accelerate the overall design process. Then, they
are simulated in the anatomical body model to obtain accurate results about the path losses. The bone
implantable antenna is placed inside the humerus or femoral bone, while the muscle implantable antenna
is placed in the muscle above the left hip.

This paper is organized as follows: First, the design of both antennas in the simplified body model is
presented. Then, performance of antennas is evaluated and validated in the CST Katja voxel body model.
After that, the losses of the communication paths between muscle and bone antennas are estimated and
the link budgets are calculated. Finally, the paper is concluded.

2. SETUP AND CONFIGURATION

Flexible elliptic circular loop antennas are used for the analysis in this paper. This is because loop
antennas are more efficient in the lossy human body than electrical type antennas [22]-[24]. The antenna
is bent around cylindrical implants of the following dimensions:

5 mm in radius and 11 mm in length for the glucose monitoring implant in the muscle above the left hip.
8 mm in radius and 56 mm in length for the implant in the humerus and femoral bone.

Both antennas have the same shape as shown in Figure 1. However, they have different dimensions as
summarized in Table 1.

(@) (b)

Figure 1. The proposed antennas structure: (a) flat, (b) bent views.

Table 1. The dimensions of the proposed antennas.

Parameter Symbol | Dimensions (mm)
Muscle implantable antenna | Bone implantable antenna
The outer horizontal radius | R 15 28
The inner horizontal radius | Rhpj 13 23
The outer vertical radius Rvo 5 18
The inner vertical radius Rvi 3 17
Feeding gap width Wk 3 4

Bone implants are usually larger in size than muscle implants [16], [21] and hence the bone implantable
antenna is designed with larger physical dimensions.

The human body tissues are lossy and their dielectric properties are frequency dependent. The antennas
are simulated in the middle of simplified human body models. These models are conical in shape and
have the following properties:

- Of a single homogeneous layer of (e, = 57.1 and o = 0.79 S/m which resembles the dielectric
properties of muscle at 403 MHz [25]). The antenna intended for implantation in the muscle
above the left hip is designed inside of this body model.

- Of two layers; outer muscle layer of (¢, = 57.1 and o = 0.79 S/m) and inner bone layer of
(¢, = 13.14 and o = 0.09 S/m), which resemble the dielectric properties of muscle and bone
cortical, respectively at 403 MHz [25]. The antenna intended for implantation in the humerus and
femoral bone is designed in the middle of the bone layer of this model.
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Top and side views of the simplified human body models are shown in Figure 2.

The simplified body models are much smaller in size than the anatomical body models. They are also of
uniform layers, as indicated above. Therefore, the simulation time inside of these models is much shorter
than that in the anatomical body models. Hence, the overall design process will be accelerated if the
antenna structure is optimized first in the simplified body model and then evaluated in the anatomical
body model [5, 22, 26]. The antenna performance may be altered in the anatomical body model, which
has a better resemblance of the real human body. However, if the antenna is broad in bandwidth, its
matching will be maintained (S11< -10 dB) within the band of interest (401-406 MHz MedRadio band for
the case of this paper) [5]. Also, the process of optimizing the antenna structure in the simplified body
helps in understanding the antenna structure and its effective parameters. Hence, small modifications are
only expected to be made in the anatomical body model if needed.

@) 72| 122 190

(@)

&
<

122 190

(b)

Figure 2. Top and side views of the: (a) two-layer (bone-muscle) and (b) single-muscle layer
simplified body model; dimensions in mm.

3. PERFORMANCE

In this section, the simulated reflection coefficient S11 and realized gain of the proposed antennas will be
evaluated and discussed in the simplified and CST Katja voxel body models.

3.1 Performance in the Simplified Body Model

The proposed antennas are simulated at the centre of the simplified body models. Simulations are
conducted using the CST microwave studio [27]. Hexahedral meshes are employed and a minimum
distance of /8 is kept between the structure and the edge of the simulation space. The antennas are fed by
discrete ports of 50 Q with an input power of 1 W. The antenna is designed to obtain a broad bandwidth
of wider than 200 MHz around 403 MHz. This is to guarantee a robust performance of the antenna if
detuning happens in the anatomical and actual human bodies. The simulation results are shown in Figure
3. Both antennas obtain good matching (S11< -10 dB) at 403 MHz. The realized gain values for the
simulated antennas are -22 and -35.61 dBi for the bone and muscle implantable antennas, respectively at
403 MHz. The bone implantable antenna has obtained a larger gain than that for the muscle implantable
antenna. This is because the bone implant is larger in size than the muscle implant. Hence, the lossy area
surrounding it will be smaller than that surrounding the muscle implant. Moreover, the bone has a smaller
conductivity than that for muscle (¢ = 0.09 and 0.79 S/m for bone cortical and muscle, respectively
[25]). This reduces the near field coupling between the antenna and the surrounding human body tissue
which reduces the power loss due to absorption. Hence, a larger gain is obtained. The muscle implantable
antenna has obtained a good matching (S11<-10 dB) as desired. Although the antenna bandwidth is not
centered at 403 MHz, a good matching is expected to be maintained in the anatomical body model. This
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is because the antenna is intended for implantation in the area above the left hip in close proximity to
some organs of the digestive tract, such as the small intestine. The relative permittivity of these organs is
larger than that for muscle (57.1 for muscle and 66 for the small intestine at 403 MHz [25]) and hence the
resonant frequency is expected to be the same or shifted down, but not shifted up in the anatomical body
model. It will be shown in a following section that S11 is also smaller than -10 dB at 403 MHz in the
anatomical body model, as expected.

S-Parameter [Magnitude in dB]
e Muscle implantable antenna

—  Bone implantable antenna

30 i b Fo
- ¥[s1.11: 10.445085

31T s svoeser [T
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0240403] 075 105 135 165 195 225 255 285 3

Frequency / GHz

Figure 3. The reflection coefficient S11 (dB) for the muscle and bone implantable antennas in the
simplified body models.

3.2 Performance in the Anatomical Body Model

In order to estimate the path loss accurately, it is very important to simulate the antennas at the exact
positions of implantations inside the anatomical body model. The anatomical body model is composed of
non-uniform and heterogeneous tissues that resemble the real human body tissues [28]. These models are
provided by different simulation tools, such as CST. The CST Katja voxel body model is used for the
simulations in this paper. The CST Katja voxel body model represents a 43-year old female with height of
163 cm and weight of 62 kg [29]. The bone implantable antenna in this paper is placed in the humerus or
femoral bone, while the muscle implantable antenna is placed in the muscle above the left hip. It is worth
indicating that in order to provide accurate comparison, the same antenna is simulated in the humerus and
femoral bone. The positions of implantation in the anatomical body model are shown in Figures 4 and 5.
The muscle implantable antenna is placed in the muscle above the left hip, directly beneath the fat layer.
Bone implantable antennas are placed at the centre of the humerus and femoral bones. All antennas are
oriented to the front such as in Figure 1 (b).
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Figure 4. Positions of implantation in the CST Katja voxel body model (front view of the human body).
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Figure 5. Positions of implantation (indicated by the black ring) in the CST Katja voxel body model (top
view).

Two links are first simulated at 403 MHz. One between the implantable antenna in the humerus at
position 1, which is 15 mm above the armpit, and the antenna in the muscle above the left hip. The other
one is established between the antenna in the femoral bone at position 1, which is at 20 mm from the top
of the femoral bone, and the antenna in the muscle above the left hip. The antenna in the muscle above
the left hip is simulated at a fixed position which is shown in the figure. This position is popular for
glucose monitoring implants [5], [21]. The results of the simulated reflection coefficient are shown in
Figure 6.

The antenna in the femoral bone
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Figure 6. The reflection coefficient S11 (dB) for the muscle and bone implantable antennas at position 1
in the CST Katja voxel body model.

The results in the figure show that a good matching (S11< -10 dB) is obtained at 403 MHz for all of the
three cases of implantation in the muscle and both bones. To provide more options for actual implantation
in the human body, two other positions of implantation in the humerus and femoral bones are attempted
(positions 2 and 3 shown in Figure 4). A distance of 10 mm is kept between the two positions. The
simulated reflection coefficient obtained a good matching (S11< -10 dB) for all of these positions.

4. PATH L0OSS ESTIMATION AND LINK BUDGET CALCULATIONS

This section aims at estimating the losses of both of the communication links indicated above and
calculating the corresponding link budget.

4.1 Simulated Path Losses and Link Parameters

The path loss (P;) is defined as the inverse of the transmission coefficient (S,,) between the transmitting
and receiving implantable antennas, which are matched to 50 Ohms (1) [12].

where P, (W) is the power input to the transmitting antenna and Pz, (W) is the power received at the
receiving antenna.

:_10|0910|821|2 :_|821|(dB) D
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The simulated path losses between the transmitting and receiving antennas investigated in this paper are
summarized in the Table 2.

Table 2. The muscle-humerus and muscle-femoral bone path loss P; (dB) at the three positions of

implantation.
Position 1 Position 2 Position 3
Muscle - humerus 123 dB 121.4 120
Muscle - femoral bone 86.15 87.8 90

The largest path loss is obtained at position 1 and position 3 at the humerus and femoral bone,
respectively. The distance between the muscle and bone implantable antennas at these positions is the
largest amongst all cases of the three positions of investigation. When the distance increases, the path loss
increases accordingly.

A link of the parameters summarized in Table 3 is considered. This link was considered in [12] to
evaluate the communication path links between muscle implantable devices. The links investigated in this
paper will be also evaluated based on the parameters of this link.

Table 3. Parameters of a communication link between muscle and bone implantable devices.

Link parameter Value
Transmitted power, Prx (UW) 25
Ambient temperature, AT (K) 310
Bit rate, B (Kb/s) 7
Boltzmann's constant, Kg (J/K) 1.38 x 10
Coding gain, G. (dB) 0
Fixing or deterioration gain, Gy (dB) 2.5
Energy per bit to noise power spectral density ratio, 9.6
Ew/No (dB) (ideal PSK)

Noise spectral density, No (dBm/Hz) -173
Bit error rate (BER) 1x10°

The power is limited to up to 25 pW in the 401-406 MHz MedRadio band [30] to prevent hazardous
heating of the biological tissues. Phase Shift Keying (PSK) modulation is assumed. In terms of bit error
rate (BER), PSK exhibits considerable advantage over Frequency Shift Keying (FSK) and Amplitude
Shift Keying (ASK) at the same amplitude levels [31]. The coding is assumed to present no gain to the
system for worst-case consideration.

4.2 Link Budget Calculations

The communication is build up when the link carrier to noise density (Ni) exceeds the required (Ni)
0 0
referring to Egs. (2 and 3) [12]:

Link () (dB) = Prx (dB) = Pyorgan (dB) = No(dB) @)

Required (=) (dB) = (£2) (dB) + 10 logso(B,) — G.(dB) + G4(dB) 3)
Ny Ny
Considering the link parameters in Table 3, the required (Ni) is calculated as 50.55 dB. The link
0

(Ni) should be larger than 50.55 dB for this communication to build up. To satisfy this, the path loss
0

should be samller than 106.45 dB. This can be obtained for the communication link between the glucose
monitoring implant in the muscle above the left hip and the implant in the femoral bone for all of the
investigated locations, but not with that for any location in the humerus.

5. CONCLUSIONS

In this paper, the path loss between a glucose monitoring implant and bone implants in the humerus and
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femoral bone has been estimated and quantified. The glucose monitoring implant is simulated in the
muscle above the left hip. The path loss increases with distance. Therefore, the path loss of the link from
the humerus to the glucose monitoring implant is larger than that from the femoral bone. A loss of up to
123 dB is obtained for the path between the implant in the muscle above the left hip and that in the
humerus. A loss of up to 90 dB is obtained between the implant in the muscle above the left hip and that
in the femoral bone. Based on the results in this paper, it can be concluded that a glucose monitoring
implant in the muscle above the left hip can communicate with the implant in the femoral bone, but not
with that in the humerus considering the parameters of a typical communication link between implants
based on PSK modulation. For future work, different channels between the femoral bone and other
implants for different applications will be fully characterized and their path losses will be modelled.
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ABSTRACT

The increasing interest in Arabic natural language processing and semantic Web research involves an emerging
need to the development of new Question Answering Systems (QAS). These systems allow users to ask a question
in Arabic natural language and get the relevant answer. However, most existing QA systems focused on English
and Latin-based languages. Less effort has been concentrated on the Arabic language, which belongs to
"Semitic Languages"”. This work is an early version of a new domain-independent Arabic question answering
system over linked data, which aims to particularly help Arab users to explore the Arabic Semantic Web based
on Arabic ontology. We describe with sufficient details the different modules of our proposed system, which uses
language parser, finite state automaton and semantic Web techniques to linguistically process and answer
Arabic natural language question. Experiments have been carried out to evaluate and show efficiency of the
proposed system.

KEYWORDS

Question answering system, Natural language processing (NLP), Linked data, Arabic language, Semantic Web,
Ontology, SPARQL.

1. INTRODUCTION

Arabic is the most spoken language in the Semitic group and the official or co-official language of 26
countries, spoken by more than 422 million people in the Middle East and North Africa. Arabic is the
fourth top language in the internet with 185 million users [1]. 54% of Google searches in the Middle
East and North Africa (MENA) are now made in Arabic, 34% in English and 8% in French [2].

This accumulation of Arabic information on the Web, available in large quantities and in various
formats, includes structured and unstructured data. This large amount of data must be accessible and
controlled by users who want to access and manipulate this information. So, more sophisticated
systems are needed. For this need, the existing search tools, like search engines and query languages,
make finding information a complex and expensive task in terms of time. This difficulty has motivated
the development of new adapted search tools; namely, Question Answering Systems (QAS), which
allow users to ask a guestion in natural language and get the relevant answer.

Currently, mutation of these systems to the Web of data seems necessary to find the correct and
accurate answers to users’ questions. New question answering systems have to deal with Linked Data
instead of the Web of documents. The Linked Data initiative aims at publishing structured and
interlinked data on the Web by using Semantic Web technologies [3]. These technologies provide
different languages for expressing data as graphs (RDF) and querying it (SPARQL) [4].

Despite the considerable research in question answering systems over semantic Web for English
language, the development of Arabic QA systems over semantic Web is at its nascent stage. Due to the
limits of Arabic NLP technologies [5] in Arabic Semantic Web, there are few works in the field of
Arabic QAS over semantic Web and ontology [6]. Motivated by this challenge, we present in this
paper an Arabic question answering system over linked data. The main objective of our system is to
provide exact answers for Arabic natural language factoid questions, asked by native users, who don’t
know the complicated SPARQL query language. First, the proposed system receives as input an
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Arabic natural language question, from which it provides the resource and keywords to the first
module. Then, it uses a general SPARQL query to explore the ontology and gives the exact predicate
by matching terms between keywords and predicates. Finally, our system provides an answer to the
user question by running a final appropriate SPARQL query.

The rest of the paper is organized as follows. Section 2 highlights the challenge of the development of
Arabic question answering systems over semantic Web. Section 3 reviews the existing related work.
Section 4 presents the architecture of our proposed system. An illustrative example is covered in
Section 5. Section 6 evaluates the resource extraction method, the stop-words’ removal algorithm and
the overall system accuracy. Finally, we summarize the paper and highlight the future work directions
in Section 7.

2. MOTIVATION AND CHALLENGE

In this study, we present an Arabic natural language question answering system over semantic Web.
The issue of developing such a system for poor resources in Arabic NLP [7] and Arabic Semantic
Web is very challenging. Let’s discuss in the following part of this section the difficulties in Arabic
NLP and Arabic Semantic Web to highlight the development of Arabic question answering systems
over semantic Web.

Arabic language is characterized by a relatively complex morphology. It has a rich system of
morphological inflection. Arabic has also a high degree of ambiguity resulting from its diacritic-
optional writing system, common deviation from spelling standards and absence of capital letters [8].
The existing tools and resources deal mainly with the Modern Standard Arabic (MSA), but the Arab
World uses different Arabic dialects such as: (Egyptian Arabic (EGY), Levantine (LEV), Gulf Arabic
(GLF), North African (Maghrebi) Arabic (Mag), Iragi Arabic (IRQ), Yemenite Arabic (Yem)) [9].
There are limited resources and tools for Arabic language processing compared to English language.
The other difficulty is the lack of Arabic support for Arabic language in the semantic Web
technologies. The Arabic Semantic Web is very far from the best performance compared to English
semantic Web. The difficulties of Arabic natural language processing hinder the development of
Arabic Semantic Web, because the NLP is an important component of the semantic Web [10].

Another important component of the semantic Web is the Arabic ontology [11], which is said to be the
foundation of the creation of Arabic Semantic Web designs. Recently, several works have dealt with
the semantic Web for the Arabic language [11]-[12]. As can be seen from Table 1, there is weakness
in ontology management tools for the Arabic language. So, there is a need to develop controlled
vocabulary and ontology management tools for Arabic ontology for the foundation of Arabic Semantic
Web [13].

Table 1. Examples of semantic web tools and their support to the Arabic language [13].

Tool Ag?ggiozslz Aréirk])tigk%\)//VL Arabic Query Description
Protege Support Limited support | Limited support Ontology editor

Jena Support Support Limited support Reasoner and processors
Sesame | | jmited support | Limited support No support RDF database
KAONZ2 | No support No support No support Reasoner and ontology management

Table 1 shows how much some semantic Web tools support the Arabic language. The first column of
Table 1 corresponds to the tool name. The columns "Arabic RDF ontology" and "Arabic OWL
Ontology" indicate whether the tool supports these two languages (RDF and OWL) to express an
Arabic ontology. The column "Arabic Query" indicates whether the tool allows interrogating the
Arabic ontology with Arabic question. The "Description” column indicates the tool function.

3. RELATED WORK

The first survey of question answering systems backs to 1965, in which several systems were reviewed
for the English language during the previous five years [14]. One of the first subtasks of question
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answering systems is the Natural Language Interfacing to Data Bases (NLIDB), such as BASEBALL
[15], PARRY [16], LUNAR [17] and NLWIDB [18]. Research in QA received a big surge in interest
when a shared task on factoid QA was included in the 8" Text REtrieval Conference (TREC) [19].
Most systems process textual information, such as Youzheng et al. [20], Mulder [21], PALANTIR
[22], QALC [23], Gémez et al. [24], Ryu et al. [25]. These question answering systems can be divided
into three main distinct subtasks [26]-[28], which are Question Analysis, Document Retrieval and
Answer Extraction. Most question answering systems follow these three subtasks. However, in the last
years, the mutation of these systems to the Web of data seems necessary to find the correct and
accurate answers to questions. New question answering systems have to deal with Linked Data instead
of the Web of documents. Several systems appeared, such as AqualLog [28], SWIP [29], Xser [30],
DeepQA IBM Watson’s system [31] and E-librarian [32].

In the field of question answering systems for Arabic language, the situation is less bright. Research in
this field is slow and gives limited results for all subtasks of QAS due to the lack of resources and
tools in Arabic NLP [6]. Next are given works on Arabic QAS.

In [33], the authors proposed a question analysis for Arabic question answering systems using
Stanford POS Tagger & parser for Arabic language, named entity recognizer, tokenizer, Stop-word
removal, Question expansion, Question classification and Question focus extraction components to
retrieve and extract the correct answer.

Al-Bayan [34] is a Question answering system for the holy Quran. The user asks Arabic natural
language questions about the Quran. The system first retrieves the most relevant Quran verses.
Second, it extracts the passage that contains the answer from two sources; the Quran and its
interpretation books (Tafseer).

AQUASYs [35] is designed to answer Arabic fact-based questions. It is composed of three modules: a
question analysis module, a sentence filtering module and an answer extraction module.

In [36], the information source of the system is a given corpus or the Web pages. It uses supervised
support vector machine (SVM) classifier for question classification and answer selection, to generate
the exact answer for a given question in Arabic natural language.

AR2SPARQL [37] is an Arabic natural language interface for semantic Web, which uses linguistic
and semantic analysis to convert the Arabic query into RDF triples, which are then matched with
ontology triples to retrieve an answer.

AQAS [38] extracts answers from structured data. It is the first system of its type for the Arabic
language. Knowledge from the radiation domain is presented using the frame technique. There is no
published evaluation about AQAS.

QARAB [39]; [51] is an unconnected (non-Web-based) QA system for only factoid questions. No
other type of question is supported. It uses IR and NLP techniques to extract answers from a collection
of Arabic newspaper texts.

In [40], the authors use tagging rules and question patterns to analyze and understand an Arabic
question in Arabic question answering environment.

ArabicQA [41] is an Arabic question answering system based on a Passage Retrieval (PR) module, a
Named Entities Recognition (NER) module and an answer extraction module for Arabic texts.

In [42], the author describes a way to access Arabic Web Question Answering (QA) corpus using a
chatbot (ALICE open-source chatbot initiative). ALICE is the Artificial Linguistic Internet Computer
Entity. The system uses a simple (but large) set of pattern-template matching rules and converts a text
corpus into the AIML chatbot model format.

In [43], the authors use lexical pattern for defining questions to extract the focus and Wikipedia article
infoboxes, to generate cooperative answers for user-definitional questions. This approach can be
integrated in all question answering systems.

The following table summarizes related works according to four criteria: (1) "Target source" indicates
the name and type of the analyzed data, (2) "Question analysis techniques™ correspond to the used
analysis techniques by the considered system, (3) "Question classification techniques" correspond to
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the used classification techniques and (4) "Performance", which gives some experimental results.

Table 2. Some Arabic QAS features and techniques.

Question Question System
System Target source anal_yS|s cla55|f|_cat|on Performance
techniques techniques
Quran
Al bayan and interpretation . - Experts evaluation
[34] books NLP technique SVM classifier results: 0.73%
(unstructured)
AQUASYs Documents Defined question Defined question | Precision: 66.25 %
[35] (unstructured) structures fand types and forms Recall: 97.5%
NLP technique T
Knowledge bases Parser:
A[%'%‘S radlaggpngilzeases morphological No Not mentioned
(structured) analysis
Al-Raya Arabic Using a set of N 0
QARAB newspaper text NLP technique known question PreC|5|op. 97.3%
[51] Recall: 97.3%
(unstructured) type
WAHEED Web of document . - Mean Reciprocal
[36] (unstructured) | NLP technique | SVMclassifier | oo MRR) - 6506
Precision: 85.24%
ARZSE;%A]‘RQL (s?rrlztgllj)r%) NLP technique No Recall: 61.61%
F-measure: 71.5%
Corpora of . . Accuracy: 78.15%
AI'SF:(\)'{ akfa documents NLP technique Defmetd q:estlon Recall: 97%
(unstructured) yp F-measure: 86.56%
ArabicQA [41] Set of documents NLP technique Defined question Not mentioned
(unstructured) g type
Abu shawar Text corpus Pattern-template . 030
[42] (unstructured) matching rules No Recall: 93%
DefArabicQA | Wikipedia article . . A20
[43] (semi-structured) Lexical pattern No Accuracy: 63%

Most of works in Arabic question answering systems deal with unstructured data. Currently, with the
growth of linked data technologies, new systems must interact with linked data instead of the Web of
documents. Our proposed system tries to address these challenges by proposing a new solution that
helps answer questions in Arabic natural language by translating them into SPARQL queries. In the
next section, we describe the architecture of our proposed system.

4. PROPOSED SYSTEM

We propose an Arabic question answering system that transforms Arabic factoid questions into
SPARQL query and then provides an exact answer drawn from an Arabic ontology-based knowledge
base. Our proposed system accepts the Arabic simple factoid questions which may be in the following
format (s o<\man. huw~a\who is, # o<\man. hiy~a\who is, s WmaA huw~a\what is, » W\maA
hiy~a\what is, is\matay\when, La\mim~aA\from what, ¢:\Aay.na\where, —aS\kay.fa\how, ! i\fiy
Aay~u\in what, aS\kam.\how many, sl\biAay~i\in what ...).

First, through its interface, the system receives the question in NL, processes it and finally produces an
answer after formulating a SPARQL query that can be executed on Arabic Semantic Web, based on
Arabic ontology. The transformation process is composed of three consecutive modules. Each one is
composed of multiple steps depicted as presented in Figure 1. It starts with question processing. Then,
predicate recognition is done. Finally, SPARQL query is formulated and executed.
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Arabic NL Query J \ Query Processing N Predicate Definition J N Fo ,jZﬁzQ”L&Qggzﬁo - ! N ARSWED 1
R - — o -
Tokenization & normalisation Predicate it SPARQL Query
formulation
Resource extraction Selected Predicate
POS Tag —A I SPARQL Query Execution

Keywords extraction

Stop words remover

List of keywords

Keywords extension

Figure 1. Architecture of the proposed system.
In the next sub-sections, we explain the above mentioned modules.

4.1 Question Processing Module

It is an important and crucial module. It allows analyzing an input natural language question, in order
to have its constituents. This module has a big impact on the accuracy and the performance of any QA
system. In our proposed system, the input question is linguistically processed and analyzed by the
Question processing module, which consists of four steps: Tokenization and Normalization, Resource
Extraction, Keywords Extraction and getting Keywords List. As a result, it provides the keywords list
and the resources (named entities).

4.1.1 Tokenization and Normalization

The common step in NLP is Tokenization, which denotes the segmentation of the natural language
text (question in our case) into individual consecutive basic units. A step of word normalization is
necessary to reduce the spelling errors. These errors appear because the Arabic letter can be written in
different styles. The correction of the most common spelling errors involves normalization of Arabic
Alif *” and Ya '¢' characters [9]. We use MADAMIRA tools for the Tokenization and Normalization
step [8].

Example: The Tokenization and Normalization step of the Arabic natural language question: (-
£ 3 sl asale\maA hiy caASimah AljazaAyir ?\what is the capital of Algeria ? provides "4 <k ¢daale
A It normalizes the Alf <Pand Taa “3” in the words of this NL question.

Note that in this example and in the rest of this paper, every time we give an Arabic text and for
readability purposes, we follow it with its HSB transliteration [44] and English translation for
readability purposes.

4.1.2 Resource Extraction

The named entity is very important in most question answering systems for structured or unstructured
data [45]. To date, as per to our knowledge, there are no Arabic Named Entity Recognition (NER)
systems available for free. So, to gap this difficulty, we implemented our own NER. In our system, the
named entity in the input question is the target resource to be explored for getting the correct answer.
So, the Resource Extraction process consists of extracting the last Nominal Phrase (NP) of the Arabic
question from the parse tree of the considered question. We use the Stanford Part-Of-Speech Tagger
(pos-tagg) which is a Java implementation designed to provide a simple description of the
grammatical relationships in a sentence [46].

Example: The last NP of the question ¢ 5 )l deale 4 L\maA hiy caASimahu AljazaAyir 2\ is the
named entity 3 >I\AljazaAyir\Algeria in Figure 2.
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ROOT
SBARQ
Lohe & e

— G e DTRNNP

ol et
231 31

Figure 2. Parse tree of an Arabic question, given by Stanford POS Tagger.

4.1.3 Keywords Extraction

The keywords of the input question are wused to generate the predicate of the
<Subject, Predicate, Object> triple and to formulate the final SPARQL query.

To extract keywords from the input question, the system processes in two steps: First step is
stop-words removal. Stop-words are the noisy words which frequently occur in the Arabic NL
guestions, such as prepositions, conjunctions and interrogative words. We propose a Finite State
Automaton (FSA) that recognizes stop-words to be removed in our input Arabic question. The finite
state automata technique (Figure 3) can accelerate the stop-words removing process [47].

In order to extract keywords, the second step consists of removing the words already recognized in the
Resource Extraction step. Keywords are words that are not removed.

Figure 3. Stop-words finite sate automaton.

Example: From the text i sl ieale & L\maA hiy caASimahu AljazaAyir\what is the capital of
Algeria, the stop-words removal gives & & \maA hiy\what is the. Then the resource is
A al\AljazaAyir\Algeria. The rest iasle\caASimahu\capital is the keyword of the question in natural
language.

4.1.4 Keywords Extension

Keywords extracted in the previous step and the predicate used in the ontology may have a different
morphology, but the same meaning. To gap this difficulty, we use Arabic WordNet [48, 49] to find
synonyms, in order to extend the keywords set. These synonyms are morphologically normalized by
the normalization process used in the first step of this module. A list of keywords is built to increase
the probability to define the exact predicate in the next module.

4.2 Predicate Recognition
After the resource was fixed by the question processing module, the system uses a simple SPARQL
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query to get all properties of our resource.

Question 1: ¢4l dexle & L\maA hiy caASimahu AljazaAyir\what is the capital of
Algeria ?

Question 2: € s s )4 A5 e \maty wulida huwaAriy buwmad.yan\what is the birthday of
Houari Boumedienne ?

Resources of questions 1 and 2 are % »I\AljazaAyir\Algeria and (s ) sa\huwaAriy
buwmad.yan\Houari Boumedienne, respectively. Now, we have to build a SPARQL query to retrieve
the DBpedia Arabic properties of the resource in question:

Select ?p where{ < arabic-ontology-2# 4 5=l > ?p 20}
Select ?p where{ < arabic-ontology-2#crx 5 s ) # > ?p 20}

The SPARQL resulting file is an XML document that is valid with respect to the XML Schema. The
principal element is the SPARQL one. Inside the SPARQL element, there are two
sub-elements: head and a result element. The result element contains the complete sequence of the
query result. It has a child binding element. In this binding element, we find the query variable’s
name and value. We use the XQuery language to explore the XML document and build the predicate
list.

Now, we match the keywords list with the predicates list. It is a lexical matching process, where the
common word is selected to be the predicate.

4.3 SPARQL Query Formulation and Execution

Now, we are able to formulate the final SPARQL query with the resource and predicate to provide the
exact answer from the Arabic ontology. For this, we use the template query:

Select ? Object where {Resource Property ?Object}

For the question €5 jall deale 4 LAmaA hiy caASimahu AljazaAyir ?\what is the capital of Algeria ?,
the SPARQL query is:

Select ? Object where {< arabic-ontology-2#_» j»I> onto: “wsle ?0bject}

The result of the SPARQL query is an XML document, which will be parsed by the same process of
the previous step to extract the correct answer.

5. ILLUSTRATIVE EXAMPLE

Now, we show a complete illustrative example of processing an Arabic natural language question. In
this example, we assume that the introduced question to our system is:

fopallall (=l ) alse g s\man huwa muwlif riyaAD AISAliHiyn?\, which corresponds to the English
question who is the author of The Meadows of the Righteous ?

The question processing module takes place with 4 steps: Tokenization and Normalization, Resource
Extraction, Keywords Extraction and Keywords List. Finally, it produces the following

Question: fepallall aly ) calse 54 (e

Tokenization and Normalization: ¢, s <5 o=l oallall

Resource Extraction: the produced parse tree is (ROOT (SBARQ (WHNP (WP ¢x)) (S (NP
(PRP 2)) (NP (NN <al5) (NP (NNP =l) (DTNNP osaluall)))) (PUNC ?))). The resource is:
Ceallall by

Keywords Extraction: first, the system eliminates the stop-words and the resource, so the
keyword is: <al5e

Keywords list: the system extends the keywords set by using Arabic WordNet, <! ss\muwalif,
<ls\kaAtib\ writer, author.

The question processing module produces the following information to be the input of the next
module.

Resource: cpallall Gl \riyaAD AlSaAliHiyn\The Meadows of the Righteous
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List of keywords: <! ss\muwalif\, «i\S\kaAtib\ writer, author.

Predicate Recognition module: this module generates and executes the SPARQL query through the
ontology to retrieve all predicates:

Select ?p where{ < arabic-ontology-2#ualuall (=l ) > ?p 20}

The result of the SPARQL query after processing is the predicate lists: b «US dal ccalype canl
osxa\Ais.m, muwalif, luyah kitaAb, baladu Suduwr\name, author, language of book, country of
publication.

Then, we select the predicate: <5<\ muwalif\author as a common term between the predicates list and
the keywords list.

Finally, the system provides an XML document result by formulating and executing the SPARQL
query:
SELECT ?object

WHERE {< semanticweb.org/ghani/ontologies/2017/6/untitled-ontology-2#cpssluall (=l >
onto:<il3« ?0bject }

The answer is extracted from the XML document:
$osll Gyl oy s\yaH.yay b.nu Saraf Alnawawiy\

6. EVALUATION

Before evaluating the performance of our proposed system, it is important to briefly introduce the used
dataset which is an Arabic ontology that we developed for this evaluation. The ontology depicted in
Figure 4 covers notions surrounding the concept Person. An excerpt of the ontology shows the
ontology classes (e.g. Person, Occupation, Country and Place), the object properties and the data type
properties.

We carried out several experiments for a full evaluation of our system. We evaluated the performance
of the Resource Extraction method, the Stop-words removal algorithm and the overall system
accuracy.

T4
spouse

) '

N occupatio ‘_).':IA...:. Syt JI.SA

Deathplace

Rdfs: label :Place

Rdfs: label : Occupation@en Yy €

Rdfs: label :Person@en et
Birthplace

Ag(birth) : xsd: dateTime

35 (death) : xsd:dateTime

a el

Mationality Origin

oL

Rdfs:label : Country@en

Figure 4. Excerpt of the ontology person.

For evaluating the resource extraction, the stop words removal and the overall system, we use a set of
50 factoid simple questions of different types about the ontology Person. This dataset is collected from
the test-bed of the passage retrieval and question answering tasks proposed by Yassine Benajiba [50].

6.1 Evaluation Metrics
To measure the performance of our Resource Extraction, Stop-words Removal algorithm and the over-
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all system, we used the following metrics: Precision, Recall and F-measure.
Precision (P) assesses the accuracy and is defined as follows:
Resource extraction process:

number of correctely identified ressources

Precision =
total number of resources generated by the system

Stop words removal algorithm:

number of correctely identified stop words

Precision =
total number of stop words generated by the system

System:

number of correctely answered questions

Precision = -
total number of questions answered by the system

The Recall (R) assesses the coverage and is defined as follows:
Resource extraction process:

number of correctely identified ressources
Recall =

total number of resources
Stop-words removal algorithm:

number of correctely identified stop words
Recall =

total number of stop words
System:

number of correctely answered questions
Recall =

total number of introduced questions

Finally, F-measure is the trade-off, calculated by multiplying 2 times the product of Precision and
Recall, divided by the sum of Precision and Recall. Mathematically, the F-measure formula is:

F-measure = 2 * (P*R) / (P+R).

6.2 Results and Discussion

In fact, the evaluations for the Resource Extraction, Stop-Words Removal algorithm and the overall
system have been performed using dataset of [50]. The evaluation results are depicted in Table 3.

Table 3. Evaluation results, expressed in precision, recall and F-measure.

Resource Extraction Stop-Words Removal System

Numb_er o Precision Recall F' Precision Recall = Precision Recall
questions measure measure

05 1 1 1 1 1 1 1

10 0,8 0,88 0,83 0,9 0,95 0,92 0,8 0,8

15 0,8 0,85 0,82 0,93 0,95 0,94 0,78 0,73

20 0,75 0,83 0,78 0,9 0,95 0,92 0,77 0,7

30 0,73 0,7 0,71 0,95 0,95 0,95 0,71 0,66

40 0,73 0,71 0,71 0,95 0,95 0,95 0,7 0,67

50 0,73 0,71 0,71 0,96 0,96 0,95 0,71 0,69

6.2.1 Resource Extraction

F-
measure
1

0,8
0,75
0,73
0,68
0,68
0,7

For the Resource Extraction process, the resulting Precision, Recall and F-measure start respectively
from 0.73, 0.70 and 0.71 to 1, as shown in Table 3. Precision and Recall need improvement, which
reflects the need to add grammar rules and gazetteers into the Recognition process. The failure cases
can be explained mainly by the incorrect parsing of some Arabic questions. The Arabic resources,
which are Arabic names, are often in the form of nominal phrases, which consist of a noun stem or an
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adjective with nominal reference. In some cases, Arabic nouns are more complicated and consist of
more than one nominal phrases or verbal phrases.

6.2.2 Stop-words Removal

Using our question dataset, the accuracy of the Stop-words Removal algorithm is illustrated in Table
3. The resulting Precision, Recall and F-measure for the entire 30 simple factoid questions are high
(0.95), which projects high accuracy.

6.2.3 System

As can be seen in Table 3, the system achieves successfully an average of 0.66 in terms of Recall and
0.71 in terms of Precision. The most likely explanations of the failure results of our system are the
following:

Resource Extraction failure: The previous evaluation results showed that the Resource
Extraction process has a limited result, which affects negatively the accuracy of the system as
can be seen in Figure 5.

0,9
0,8
0,7
0,6
0,5
0,4
0,3
0,2

0,1

———

——

—f=— Rassource extraction

== stop words removal

system

Number of questions

5 10 15 20 30

Figure 5. F-measure evaluation curves.

Keywords failure: occurred when words could not be matched to any predicate of the
appropriate resource. The most frequent causes of this type of errors can be classified into
three main categories:
» Recognition failure: this failure can occur when the user asks an Arabic question in
unordinary and not standardized manner. Don’t forget that our system deals with
Modern Standardized Arabic (MSA) questions. The main cause of the Recognition
failure can be explained by the Resource Extraction failure and the Stop-Words
Removal failure.
» Extension failure: occurs when the system doesn't generate any synonym of the
predicate using the Arabic WordNet resource.
» Matching failure: occurs when the list of keywords can’t be matched to any
predicate. So, the vocabulary of the ontology must use the most frequent words.
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7. CONCLUSION AND FUTURE WORKS

We presented a question answering system that provides answers to questions expressed in Arabic
natural language. We believe that the proposed system makes a step towards enabling users to explore
the growing Arabic content on the Semantic Web. The system uses techniques from NLP and semantic
Web to process the input question and to transform it into SPARQL query to get answers from Arabic
Semantic Web based on ontology. First, the system applies a linguistic process to the input question in
order to provide the resource and a list of keywords. Second, all the predicates of the resource are
selected and matched to the keyword list in order to identify the appropriate predicate which form the
<Resource, Predicate, Object> triple. Finally, our system formulates and executes a final SPARQL
query to get an exact answer.

We discussed the major challenges of developing this kind of system for Arabic language, which is
valuable for further study in more depth. Based on the evaluation results, it can be concluded that this
research field is very promising. However, we plan to resolve some of the limitations we found in our
evaluation by improving the existing modules using natural language processing techniques, as well as
other tools and resources.

Since this is one of the first works aiming Arabic question answering system over linked data, there
are many directions to extend our work. First is to add new modules such as question categorization.
Second is to extend this work to cover other complex cases in Arabic question. Finally, is to apply our
proposed approach to a real-world example of the Arabic DBpedia chapter, which is the real world
example of the Arabic Semantic Web provided by the DBpedia community.
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ABSTRACT

The problem of in-operation embedded hardware-level fault detection in mesh-connected VLSI multiprocessors is
considered. A new approach to the multiprocessor test based on the mutual inter-unit checking is presented, which
allows increasing the successful fault detection probability. Formal rules are defined for forming sets of testing
and tested neighbors for each unit which are invariant to the location of the unit within the topological structure
of the multiprocessor and its dimension. The final test result for each processor unit is formed by applying the
majority operator to the individual faulty/healthy tags calculated by all testing neighbors. The formulae to
determine the number of testing neighbors for each unit depending on the dimension of the multiprocessor are
given. The successful fault detection probability is evaluated in the case when the proposed approach is used; the
successful fault detection probability vs. multiprocessor dimension and the successful fault detection probability
vs. the individual test unit reliability dependencies are investigated. The proposed approach is shown to provide
increased successful fault detection probability compared to the self-test for all practically significant cases.

KEYWORDS

Mesh-connected VLSI multiprocessors, Fault tolerance, Testability, Built-in self-test, Mutual inter-unit test,
Majority operator.

NOMENCLATURE

D The number of dimensions in the multiprocessor mesh

A unit of a d-dimensional multiprocessor

X1 Xo. .. Xg
x The horizontal coordinate of a unit in the mesh
y The vertical coordinate of a unit in the mesh
z The “depth” coordinate of a unit in the 3D mesh
m The number of rows in the multiprocessor mesh
n The number of columns in the multiprocessor mesh
p The “depth” of the 3D multiprocessor mesh
XX Xg The set of neighbors tested by processor unit lexz. X
XX Xg The set of neighbors testing processor unit U X Xp- . Xg
(PX1X2...Xd The faulty/non-faulty flag of processor unit U XX . Xg
X X5...Xq . . . .
(PX1X2- Xy The partial faulty/non-faulty flag of a tested processor unit le,xé. X formed by testing processor unit lexz. 3
u.; i An " tested neighbor of processor unit U
X Xp. .. X4 & P X Xp. . Xy
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B An i" parallel thread of the mutual inter-unit test algorithm

T X Xo. - Xg ( k ) A k™ test signature produced by testing unit U X Xo.. g

XXp.- Xg The number of test signatures supported by testing unit X Xo. . Xg
iyd i X Xo. ..
R *1Xg--Xg k The test response signature issued by a tested unit U ; ; ; after T X k is received
X Xo- - Xg

R XX Xg ( k ) The reference test response signature expected to be issued by a tested unit uxixi ; after receiving test signature

0 G Xo- - Xg

T ¥ Xp...Xg (k)

max The interval of time between two adjacent test loops
To
T Next test loop wait counter

0
Tmax The maximum time needed to form the test response by an i tested unit U ; ; ;

i X ... Xg
T Test response wait counter

i
7Z'+ (t) The probability that a processor unit is properly detected as faulty by a separate test unit
P+ (t) The probability that a processor unit is properly detected as faulty by a set of testing neighbors
C i The number of combinations of i elements out of j

i

# The majority operator

1. INTRODUCTION

Many modern computer applications require the use of high performance VLSI-based embedded
systems to attain desired efficiency, low cost and high flexibility [1]-[22]. VLSI multiprocessors (VLSI
MPs), also known as multicore processors, represent a highly efficient solution for implementing such
high performance embedded systems, combining fine-grain concurrency with decentralized and
logically distributed architecture [23]. Increasing complexity of VLSI MPs becomes a problem, because
the probability that a processor unit or a link in a multiprocessor may appear faulty (defective) grows
relatively high as the number of processor units increases [24]-[25].

A VLSI multiprocessor containing defective units (and links) can be made healthy as a whole subject to
dedicated defect detection and isolation mechanism is employed [26]-[27]. If a certain redundancy, e.g.,
a set of spare units is introduced and specific methods are used to make it possible to detect and logically
replace defect units with spare ones, then the VLSI MP may be treated as defect-free and retains its
performance at the same time. In both cases, a multiprocessor with physical defects is logically
reconfigured and VLSI MP fabrication yield loss is reduced as a result.

For successful VLSI MP logical reconfiguration [26], it is important that every faulty node is properly
detected and isolated to let the rest of the multiprocessor operate [27], possibly, with slightly decreased
performance [28]. This problem is typically solved based on the usage of self-checking or self-test
methods [29]-[41]. Self-test technique allows detecting both manufacturing defects and local faults and
is a suitable solution to provide fast fault/defect detection that does not require powering off and un-
mounting the multiprocessor for repair. However, relatively low testability is the main problem of the
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self-test approach, because test hardware itself is not 100% reliable; yet, self-checking algorithms may
miss many faults/defects and sometimes treat healthy units as defective. To significantly alleviate the
above problem, mutual inter-unit test can be employed, meaning that each multiprocessor unit is checked
by some other units and the final faulty/non-faulty decision is made based on a certain formal rule, which
takes into account the local decisions made by particular test units [39]-[41]. This approach is developed
in the present paper.

The aim of the manuscript is to expand the VLSI multiprocessor mutual inter-unit test method initially
presented in [39]-[41]. In the following sections, we formally state the mutual inter-unit test approach
for the d-dimensional VLSI MP architecture, which makes it possible to concurrently detect
faulty/defective units across a mesh-connected VVLSI multiprocessor. A parallel inter-unit test algorithm
is presented based on the proposed formal approach and dedicated test hardware implementing the above
algorithm is diagrammed and briefly discussed. At the end of the paper, we demonstrate that the mutual
inter-unit test environment provides increased testability compared to the self-checking technique.

2. THE MUTUAL INTER-UNIT TEST APPROACH

The key idea of the mutual inter-unit test is that each processor unit of the multiprocessor is periodically
checked by a subset of its physical neighbors (so called “testing neighbors”) and, at the same time, this
processor unit tests another subset of its physical neighbors (so called “tested neighbors™) and the final
faulty/non-faulty decision for each processor unit is made based on the majority operator result obtained
from the partial results returned by the testing neighbors.

The set of “testing neighbors” for each processor unit is formed depending on the number of dimensions
(d) of the VLSI multiprocessor topology and should satisfy the odd cardinality requirement to make the
majority operator applicable to produce the final test result. The same applies to the formation of the set
of “tested neighbors”, except that the cardinality of the set may not be odd. The process of mutual inter-
unit test is carried out simultaneously in all the units across the mesh, so that a faulty signal is
simultaneously transferred to the physical neighbors of the corresponding faulty processor unit, which
makes it possible to efficiently isolate (or replace) faulty/defective units in a timely manner.

The mutual inter-unit test mechanism may be considered as an advanced form of self-checking, because
the operability of the test hardware itself is also tested. For example, if one of the testing processor units
produces a wrong faulty/non-faulty decision, then the tested unit (which is in fact non-faulty) will not
be necessarily detected as faulty by mistake as the resulting faulty signal is formed by the majority
operator applied to a set of partial fault detection signals. This means that the mutual inter-unit test
mechanism testability is better compared to the self-test technique. A more formal demonstration is
shown at the end of the paper.

3. THE FORMATION OF TESTING AND TESTED NEIGHBOR SETS

The formation of testing and tested neighbor sets is one of the key problems in the organization of mutual
inter-unit test. In this section, we provide formal rules to define these sets for a VLSI MP of arbitrary
dimension d > 2.

Let us first consider a 2-dimensional multiprocessor. Let U = {uxy} be the set of its processor units,
where x and y are coordinates (indices) of a particular unit in the mesh in the horizontal and vertical
dimensions, respectively, x = 0,n — 1,y = 0,m — 1, with m and n standing for the number of rows
and columns of the mesh, respectively. Let C,,, and K., designate the sets of tested and testing neighbors
of processor unit u,,, respectively. Then, for given arbitrary x € {0,1,..n—1} and y =
{0,1,...m — 1}, we can formulate the following rules:

l"I(><+1)m0dn,y’

C (1)

Xy = u(><+1)m0dn,(y-¢—1)modm’

ux,(y+1) modm
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K. =

Xy u(x+(l—sign(x))n—1),(y+(1—sign(y))m—1) !

ux,(y+(l—sign(y))m—l) !

)

u(x+(l—sign(x))n—1),y

Equations (1) and (2) above take into account the fact that leftmost, rightmost, topmost and bottommost
processor units have fewer physical neighbors than those located in the other parts of the mesh. For
example, a topmost unit has no neighbor above, that’s why its tested neighbor set should include the
bottommost unit in the same column. The same applies to a leftmost unit that has no neighbor on its left;
its testing neighbor set should include the rightmost unit in the same row. Figure 1 illustrates rules (1)
and (2) in detail. Note that rules (1) and (2) give just one of several possible testing/tested neighbor
allocations around each unit, providing the minimal number of neighbors involved.

KOO 7777777777 Kx0 777777777 K00
m-1 "\\ :@
m-2
m-3
m-4
Xy K
y . N
. N
K0y§
1 i ..
e m: 77777777777 KOO
I<OO Kxo
0 1 2 3 x-1 X n-l1 n
C(n—l)(m—l) 7777777777 Cx(m_;) 77777777 F:(n—l)(m—l)
- N |
m-3
m-4
C(n—l)y§_ : ' C( n-1)y
y+1 .
y ny
1
" R R
C(”—l)(m—l) CX(m—l) C(n—l)(m—l)
0 1 2 3 X x+1 n-2 n-1

Figure 1. The formation of tested and testing neighbor sets in a 2-dimensional mesh multiprocessor.
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If set ny is defined for each processor unit U then the faulty/non-faulty decision may be made

Xy !
according to the following rule:
(x+(1—sign(x))n—1),y
Xy ’

Pyy = # (pg(>;+(1—slgn(><))n—1),(y+(1—3|gn(y))m_1)’ )

x,(y+(lfsign(y))mfl)
xy

where # denotes the majority operator, <pjfy = 1, if unit u,y, ‘is considered’ non-faulty by unit w,

and (p;;,y, = 0 otherwise, where x’, y' are the placeholders standing for the corresponding upper indices
in Equation (3). According to (3), unit u,., is treated as faulty and needs to be isolated from the mesh,
if y, = 0.

The rules (1)-(3) may be easily extended to mesh topologies of higher dimensions. For example, for a
3-dimensional multiprocessor they could be formulated as follows:

l"I(x+1)modn,y,z ! l"Ix,(y+1)modm,z '

ux,y,(z+1)mod p’ u(x+1)modn,(y+1)m0d m,z’

C. = u (4)

Xyz (x+1)modn,y,(z+1)mod p !

ux,(y+1) modm,(z+1)mod p?

u(x+1)mod n,(y+1)modm,(z+1)mod p

Yixra-siono)n-).y.2?
Uy (ys(a-sign(yyym-1).2°
ux,yy(2+(1—sign(2)) p-1)’
Kooz = s signyn-2) (y+(1-sign(y))m-1).2° ©
u(X+(lfsign(x))nfl),y,(2+(1fsign( z))p-1)’

ux,( y+(1-sign(y))m-1),(z+(1-sign(z)) p-1)*

u(x+(l—sign(x))n—1),( y+(1-sign(y))m-1),(z+(1-sign(z) ) p-1)

(x+(1=sign(x))n-1),y,z
Xy J
x,(y+(1-sign(y))m-1),z
Xy J
x,y,(z+(1-sign(z) ) p-1)
(x+(1—sig:zlx))n—l),(y+(1—sign(y))m—1),z (6)

(nyz =# (pxy J

(x+(2-sign(x))n-1),y,(z+(1-sign(z)) p-1)

Xy J

x,(y+(1-sign(y))m-1),(z+(1-sign(z)) p-1)

Xy )
(x-+(1-sign(x))n-1),( y+(1-sign(y))m-1),(z+(1-sign(z)) p-1)
Xy
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where m, n and p are the sizes of the mesh in X, Y and Z dimensions, respectively. To define sets
Cxyxy..xq AN Ky ., TOr a general cased-dimension mesh, it is necessary to extend Equations (4)-(6)
by adding extra properly indexed elements (u and ¢) and all possible combinations. The d-dimensional
case equations are not stated here for evident reasons. One can prove that:
K =d (d —1) +1

XXp...Xg

¥qXp. .. Xg

(")

Thus, |Kx1x2...xd| = 1(mod2); i.e., each processor unit has an odd number of testing neighbors that
makes it possible to apply the majority operator to produce the resulting faulty/non-faulty flag.
According to (7), the number of testing neighbors in 2-dimensional meshes is minimal: |ny| =3.Ina
3-dimensional array, each unit has |K,,,| = 7 testing neighbors.

4. THE MUTUAL INTER-UNIT TEST PROCEDURE

The process of mutual inter-unit test may be represented as a parallel algorithm including a set of threads
B1,B;, ..., Baa-1)+1, Where thread B; defines a test statement sequence corresponding to tested
neighbor u_; ; i (see Figure 2). The algorithm applies to a VLSI MP of any dimension d > 2.

X5X5..X

e " |
| Ny 7; < (t; +1)mod "> R |
L 1l |
| Lo I

d(d-1)+1

k < (k +1)mod k2

X1 Xz - Xg
|

Figure 2. Flow-chart of the mutual inter-unit test algorithm.
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The algorithm in Figure 2 includes the main test loop which is executed while the corresponding
Processor unit (which is meant to be w, ., .,) is considered healthy by its testing neighbors K . x,
(see condition 3). As another loop begins, a new test signature T*1*2-*d (k) is formed (see statement 7),

which is simultaneously transferred to tested neighbors C, =i{u | } (see statement 8). After

1X2--Xq xbad.x

Ui i i
all the tested neighbors have returned corresponding response signatures {R *1%2-Xq (k)} (see statement
12), a decision is made by the processor u, , ., Whether a particular tested neighbor Ui i is faulty
or healthy (see condition 14 and statement 15).

The algorithm in Figure 2 consists of three main sections: A, B and C (see the dash lines). Section A is
necessary to spin tg*%* clock ticks until the next test loop begins and another test signature T*1*z-*a (k)

gets ready for transfer. Section B is responsible for transferring the test signature to tested unit Uiyl i

and performs counting 7;"** clock ticks until a response from the tested processor is supposed to arrive.
Ui i i .
Section C first controls the arrival of test response R *1*2-*a (k) from unit Upiyi and then generates

reference test response R*1*z-*d () to compare it to R¥ix5-xg (k). If the above are equal, then tested

neighbor Upiri is assumed to be healthy; otherwise, it is considered faulty and the partial faulty/non-

faulty decision flag <p;‘3zf“;‘? is reset to zero. This flag is then used in Equations like (3) and (6)
1424d

(depending on the value of d) to produce the final decision flag Pl The meaning of the symbols

used in the flowchart of Figure 2 is presented in Table 1.

Table 1. The meaning of the symbols used in Figure 2.

Symbol Meaning
max - .
- The number of test signatures supported by processor unit ux1><z.-.xd
max 1 1

k=0, kX1X2de -1 Test signature counter of processor unit lexz'nxd
pmax The interval (in clock ticks) between two adjacent test loops

0
T, Next test loop wait counter
T i = 1, d (d _1) +1 | The maximum time needed to form a test response by tested processor unit uxl'x'z...x;,

c 2 974 A\ 4 Test response wait counter

t,i=1d(d-1)+1 P

XX .- Xy th ; .
T (k) k™" test signature supported by processor unit quxz---Xu

Xixb...xl ; ; ; X1 Xa---Xg
R ™72+ %d (k) Test response signature issued by tested processor unit uxix‘ N after T (k)

X2+ -Xd
is received

RX{Xiz---XL (k) The reference test response signature expected to be issued by processor unit

0

- X Xg...Xg
ux{xiz...xg after receiving T (k)

T,R, Ro Temporarily used variables
« The value assignment/transfer operator
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In the algorithm diagrammed in Figure 2, much work is done in parallel, which makes it possible to
concurrently test processor units across the entire multiprocessor structure. All the conditions and
statements of the algorithm are simple enough to be implemented in hardware, which additionally
contributes to the mutual inter-unit test environment performance. Yet, the test response signature
mechanism used in the presented algorithm allows configuring test actions performed by tested
neighbors taking into account the test complexity/duration trade-off.

5. THE MUTUAL INTER-UNIT TEST HARDWARE

The mutual inter-unit test algorithm of Figure 2 may be directly presented as a hardware-level
implementation. The logic diagram of the embedded test hardware constructed according to the above
algorithm is shown in Figure 3.

%3 o S]]
9N = =]
- F 9
-————ee e ——%® e __ .
= !
| = |
8 5 :
[
8 S |
| @ - |
| T 7 |
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| = —_ = — |
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| ) 8 ~ |
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[ - ) |
| = I
| ] © |
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| = |
| l
: o = v |
| = 4|z g |
| | > :
|
| | |
' I
oW | = | QL)L L A AN NN N = |~ R [
| Tr |
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! Lo I 16tj ,
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Figure 3. Logic diagram of the embedded test hardware implementing the mutual inter-unit test
algorithm.
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The device of Figure 3 is supposed to be a part of each processor unit; it consists of the device core and
d(d — 1) + 1 neighbor test units (NTUs). The device core executes the initial and final sequential
threads of the mutual inter-unit test algorithm, while NTUi implements thread B;,i = 1,d(d — 1) + 1
(see Figure 2).Taking into account the fact that the NTUs are identical, only NTUL is detailed in Figure
3. The adopted input/output numbering scheme helps understand the connections between the device
core and the NTUs. The functions of the units and logic gates shown in Figure 3 are detailed in Table 2.

Table 2. The functions of the units and gates presented in Figure 3

Unit or gate

Function

Memory unit 1

Stores the test signatures issued by the processor unit

Circular binary counter 2

Counts the clock pulses that arrived between two adjacent test loops

performed by the processor unit

Circular binary counter 3

Points to the next test signature in memory 1 to be issued by the processor unit

Flip-flop 4 Indicates whether counter 2 has zeroed or not
AND gate 5 Stops clock pulses from arriving at counter 2
AND gate 6 Stops clock pulses from arriving at counter 3

NORgate 7 together with univibrator9

Detect whether counter 2 has re-entered the zero state

OR gate 8

Necessary to OR the pulses clearing flip-flop 4

Univibrator 10

Produces a pulse which forces the NTUs to start operation

Memory unit 11

Stores the ref. response signatures for the tested neighbors of the current

processor

Circular binary counter 12

Counts the clock pulses that arrived until the corresponding tested neighbor

sends a response signature

Flip-flop 13

Indicates whether counter 12 has zeroed or not

Flip-flop 14

Indicates whether the corresponding tested neigh. is currently healthy or faulty

Comparator 15

Compares the test response sent by the tested neighbor to the corresponding

reference test response read from memory 11

AND gate 16 Stops clock pulses from arriving at counter 12
AND gate 17 Stops reset pulses from arriving at counter 14
NOR gate 18 combined with | Detect whether counter 12 has re-entered the zero state

univibrator 20

OR gate 19

Necessary to OR the pulses clearing flip-flop 13

Univibrator 21

Produces a pulse to clear flip-flop 14
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6. COMPARING THE MUTUAL INTER-UNIT TEST APPROACH TO SELF-CHECKING

The mutual inter-unit test approach is a good alternative to the self-checking technique, providing better
multiprocessor testability, which is demonstrated in the present section.

Let =+ (t) be the probability that a processor unit of the multiprocessor is properly detected as faulty by
a separate test unit (NTU). Taking into account that there are Cji =7 (;ii)u possible combinations of
testing neighbors correctly reporting that the current processor is faulty, the following Equation may be

deduced:

d(d 1} d(d-1)-i+1

P+(t): Z C;(d-1)+17r+(t)i [1_7[+(t)] 8

i :{d (d -1)+%W

Equation (8) gives the probability P*(t) that a processor unit is properly detected as faulty
subject to the mutual inter-unit test approach employed.

To evaluate the effect provided by the mutual inter-unit test, we assume that =+ (t) equals the
probability of successful self-test (we presuppose that each processor has a built-in NTU or
similar hardware to check its state) and then calculate P*(t)/m*(t) depending on d and =" (t)
with fixed 7+ (t) and d, respectively (see Figure 4).

(@ P*(t)/m*(t) (b) P*()/m*(t)
1.6 ‘ ‘ | ——d=2
M —m—d=3
1.5 - 0.7 d=4
0.6 d=5
14 02 ‘ o —d=6
\ / —o—d=7
1.3 /1 / d=8
. ‘ d=9
1/ /'

1.2 : 7 !
1.1 \
1 ‘ 0.9 1

d nt(t)

Figure 4. (@) P*(t)/m*(¢t) versus d and (b) P*(t)/m*(¢t) versus m*(t) graphs for fixed
mt(t) and d, respectively.

The graphs in Figure 4 demonstrate that the mutual inter-unit test approach is effective as long as
nt(t) €[0.6;0.9]. If w*(t) > 1or w*(t) » 0.5, thenP*(t)/n*(t) » 1, thus the effectiveness
gracefully degrades. Our approach provides minimal effect for 2-dimensional multiprocessors (8% to
12% better than self-checking with 7*(t) € [0.6;0.9]). If more dimensions are added, then with
1 (t) € [0.6;0.8], it is possible to get 20% or more effectiveness growth. Note that 7+ (t) = 0.6 is
approximately the point of maximum effectiveness as the number of dimensions increases.

7. THE AREA COST OF THE TEST HARDWARE

In our investigation, we have evaluated the area cost added by the test hardware. We assumed different
VLSI MP dimensions d and calculated the area occupied by the logic gates in the test unit hardware. We
fixed the number of test instructions supported by each processor unit k., ;-
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The graphs shown in Figure 5 demonstrate the VLSI area penalty versus VLSI MP dimension d. For
low-dimension multiprocessors, the extra area remains as low as O(10000) logic gates, which is much
lower than the area occupied by the processor core. For example, in a 3-dimensional multiprocessor,
less than 18000 extra gates need to be added to each processor unit to support up to 32 test routines at
each unit. If we add more test scenarios, then the VLSI area penalty will increase drastically. For
example, a 3-dimensional VLSI MP needs over 260000 extra logic gates at each unit to support up to
512 different test routines.

16777216 ‘ \

4194304 = |

1048576

262144

65536

16384 —o—kmax=16 ——kmax=32
—#—kmax=64 kmax=128
—¥—kmax=256 —0—kmax=512
4096 | | | | |
2 3 4 5 6 7 8 9

d

Figure 5. VLSI area (C) versus d graphs for a fixed number of test instructions supported by a
particular unit (k;,qx)-

As a consequence, a limited number of test instructions supported are a good option to decrease the
VLSI area penalty of the test hardware. Note that each test instruction provides a specific test procedure,
thus the selection of a set of test routines becomes a key issue to cover up possible fault patterns.

8. CONCLUSION

In the present paper, we have presented a new approach, the mutual inter-unit test mechanism, which
makes it possible to improve testability of mesh-connected VLSI multiprocessors by increasing the
successful fault detection probability with respect to traditional self-checking. We have shown that our
approach is applicable to multiprocessors of arbitrary dimension; yet, its effectiveness grows higher as
the number of dimensions increases which is important for future generation VLSI MPs. The mutual
inter-unit test technique allows hardware-level testing of all the processor units across the mesh in
parallel, thus significantly contributing to the test environment performance.

REFERENCES

[1] Jie-giong Chen and Guo-giang Mao, "Capacity of Cooperative Vehicular Networks with Infrastructure
Support: Multi-user Case," IEEE Trans. on Vehicular Technology, vol. 67, no. 2, pp. 1546-1560, 2018.

[2] X. D. Song and X. Wang, "Extended AODV Routing Method Based on Distributed Minimum
Transmission (DMT) for WSN," Int. Jou. of Electronics and Comm., vol. 69, no. 1, pp. 371-381, 2015.



127

"Improved Testability Method for Mesh-connected VLS| Multiprocessors", Jamil Al-Azzeh.

(3]

(4]

(5]

(6]

[7]

(8]

[0l

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]
[25]

S. Zhou, J. Chen and S. Liu, "New Mixed Adaptive Detection Algorithm for Moving Target with Big
Data," Journal of Vibroengineering, vol. 18, no. 7, pp. 4705-4719, 2016.

H. L. Niu and S. Liu, "Novel Positioning Service Computing Method for WSN," Wireless Personal
Communications Journal, vol. 92, no. 4, pp. 1747-1769, 2017.

Z. Ma, "A Novel Compressive Sensing Method Based on SVD Sparse Random Measurement Matrix in
Wireless Sensor Network," Engineering Computations, vol. 33, no. 8, pp. 2448-2462, 2016.

D. Zhang, S. Zhou and Ya-meng Tang, "A Low Duty Cycle Efficient MAC Protocol Based on Self-
adaption and Predictive Strategy," Mobile Networks & Applications Jour., DOI: 10.1007/s11036-017-
0878-x, 2017.

S. Liuand T. Zhang, "Novel Unequal Clustering Routing Protocol Considering Energy Balancing Based
on Network Partition & Distance for Mobile Education," Journal of Network and Computer Applications,
vol. 88, no. 15, pp. 1-9, DOI: 10.1016/j.jnca.2017.03.025, 2017.

K. Zheng and D. Zhao, "Novel Quick Start (QS) Method for Optimization of TCP," Wireless Networks,
vol. 22, no. 1, pp. 211-222, 2016.

D. Zhang, X. J. Kang and J. Wang, "A Novel Image De-noising Method Based on Spherical Coordinates
System," EURASIP Journal on Advances in Signal Processing, no. 110, pp. 1-10, DOI: 10.1186/1687-
6180-2012-110, 2012.

X. Wang and X. Song, "New Clustering Routing Method Based on PECE for WSN," EURASIP Journal
on Wireless Communications and Networking, no. 162, pp. 1-13, DOI: 10.1186/s13638-015-0399-x,
2015.

X. Song and X. Wang, "New Agent-based Proactive Migration Method and System for Big Data
Environment (BDE)," Engineering Computations, vol. 32, no. 8, pp. 2443-2466, 2015.

H. L. Niu and S. Liu, "Novel PEECR-based Clustering Routing Approach," Soft Computing, vol. 21, no.
24, pp. 7313-7323, 2017.

Y. Liang, "A Kind of Novel Method of Service-aware Computing for Uncertain Mobile Applications,"
Mathematical and Computer Modelling, vol. 57, no. 3-4, pp. 344-356, 2013.

C. P. Zhao, "A New Medium Access Control Protocol Based on Perceived Data Reliability and Spatial
Correlation in Wireless Sensor Network," Comp. & Elect. Engineering, vol. 38, no. 3, pp. 694-702, 2012.

W. B. Li, "Novel Fusion Computing Method for Bio-Medical Image of WSN Based on Spherical
Coordinate," Journal of Vibroengineering, vol. 18, no. 1, pp. 522-538, 2016.

Z. Ma, "Shadow Detection of Moving Objects Based on Multisource Information in Internet of Things,"
Journal of Experimental & Theoretical Artificial Intelligence, vol. 29, no. 3, pp. 649-661, 2017.

Z. Ma, "A Novel Compressive Sensing Method Based on SVD Sparse Random Measurement Matrix in
Wireless Sensor Network," Engineering Computations, vol. 33, no. 8, pp. 2448-2462, 2016.

S. Liuand T. Zhang, "Novel Unequal Clustering Routing Protocol Considering Energy Balancing Based
on Network Partition & Distance for Mobile Education," Journal of Network and Computer Applications,
vol. 88, no. 15, pp. 1-9, DOI: 10.1016/j.jnca.2017.03.025, 2017.

G. Liand K. Zheng, "An Energy-balanced Routing Method Based on Forward-aware Factor for Wireless
Sensor Network," IEEE Transactions on Industrial Informatics, vol. 10, no. 1, pp. 766-773, 2014.

H. L. Niu and S. Liu, "Novel PEECR-based Clustering Routing Approach," Soft Computing, vol. 21, no.
24, pp. 7313-7323, DOI: 10.1007/s00500-016-2270-3, 2017.

H. L. Niu and S. Liu, "Novel Positioning Service Computing Method for WSN," Wireless Personal
Communications, vol. 92, no. 4, pp. 1747-1769, DOI: 10.1007/s11277-016-3632-y, 2017.

S. Zhou, J. Chen and S. Liu, "New Mixed Adaptive Detection Algorithm for Moving Target with Big
Data," Journal of Vibroengineering, vol. 18, no. 7, pp. 4705-4719, 2016.

Th. Rauber and G. Runger, Parallel Programming for Multicore and Cluster Systems, Springer 2013,
X111, 516 p.

Z.Wang, VLSI, InTech, 464 p, 2010.

S. Furber, "Living with Failure: Lessons from Nature?," Proc. of the 11" IEEE European Test Symposium
(ETS 06), pp. 4-8, May 2006.



128

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 04, No. 02, August 2018.

[26]

[27]

(28]

[29]

(30]

(31]

[32]

[33]

[34]

[35]

[36]

[37]

(38]

[39]

[40]

[41]

E. Kolonis, M. Nicolaidis, D. Gizopoulos, M. Psarakis, J. Collet and P. Zajac, "Enhanced Self-
configurability and Yield in Multicore Grids," Proc. of the 15" IEEE Int. On-line Testing Symposium
(IOLTS), pp. 75-80, Jun. 2009.

G. Jiang, W. Jigang and J. Sun, "Efficient Reconfiguration Algorithm for Three-dimensional VLSI
Arrays," Proc. of the 26" IEEE International Parallel and Distributed Processing Symposium Workshops
& PhD Forum, pp. 261-265, 2012.

W. Jigang, T. Srikanthan, G. Jiang and K. Wang, "Constructing Sub-arrays with Short Interconnects from
Degradable VLSI Arrays," |IEEE Transactions on Parallel and Distributed Systems, vol. 25, no. 4, pp.
929-938, April 2014.

S. M. A. H. Jafri, S. J. Piestrak, O. Sentieys and S. Pillement, "Design of the Coarse-grained
Reconfigurable Architecture DART with On-line Error Detection," Microprocessors and Microsystems,
vol.38, no. 2, pp. 124-136, 2014.

P. Bernardi, L. M .Ciganda, E. Sanchez and M. Sonza Reorda, "MIHST: A Hardware Technique for
Embedded Microprocessor Functional On-line Self-Test," IEEE Transactions on Computers, vol. 63, no.
11, pp. 2760-2771, Nov. 2014.

S. R. Das, "Self-testing of Core-based Embedded Systems with Built-in Hardware," IEEE Proceedings:
Circuits, Devices and Systems, vol. 152, no. 5, pp. 539-546, 7 Oct. 2005.

S. Lin, W. Shen, C. Hsu, C. Chao and A. Wu, "Fault-tolerant Router with Built-in Self-test/Self-diagnosis
and Fault-isolation Circuits for 2-D Mesh-Based Chip Multiprocessor Systems," Proc. of the IEEE
International Symposium on VVLSI Design, Automation and Test (VLSI-DAT '09), pp. 7275, Apr. 2009.

C. Stroud, J. Sunwoo, S. Garimella and J. Harris, "Built-in Self-test for System-on-Chip: A Case Study,"
Proc. of the IEEE International Test Conf. (ITC), pp. 837-846, 2004.

Z. Zhang, D. Refauvelet, A. Greiner, M. Benabdenbi and F. Pecheux, "On-the-Field Test and
Configuration Infrastructure for 2-D-Mesh NoCs in Shared-Memory Many-Core Architectures," IEEE
Transactions on Very Large Scale Integration (VLSI) Systems, vol. 22, no. 6, pp. 1364-1376, June 2014.

R. Ahlswede and H. Aydinian, "On Diagnosability of Large Multiprocessor Networks," Discrete Applied
Mathematics, vol. 156, no. 18, pp. 3464-3474, Nov. 2008.

G. Miorandi, A. Celin, M. Favalli and D. Bertozzi, "A Built-in Self-testing Framework for Asynchronous
Bundled-Data NoC Switches Resilient to Delay Variations," Proc. of the 10" IEEE/ACM International
Symposium on Networks-on-Chip (NOCS 2016), pp.1-8, Aug. 31-Sep. 2, 2016.

L. Huang, J. Wang, M. Ebrahimi, M. Daneshtalab, X. Zhang, G. Li and A. Jantsch, "Non-blocking Testing
for Network-on-Chip," IEEE Transactions on Computers, vol. 13, no. 9, pp. 679 - 692, Sep. 2014.

E. Cota, F. Kastensmidt, M. Cassel and M. Herve, "A High-fault Coverage Approach for the Test of Data,
Control and Handshake Interconnects in Mesh Networks-on-Chip," IEEE Transactions on Computers,
vol. 57, no. 9, pp. 1202-1215, 2008.

J. S. Al-Azzeh, M. E. Leonov, D. E. Skopin, E. A. Titenko and I. V. Zotov, "The Organization of Built-
in Hardware-Level Mutual Self-test in Mesh-Connected VLSI Multiprocessors," International Journal on
Information Technology, vol.3, no. 2, pp. 29-33, 2015.

J. S. Al-Azzeh, “Fault-tolerant routing in mesh-connected multicomputers based on majority-operator-
produced transfer direction identifiers”, Jordan Journal of Electrical Engineering, vol.3, no. 2, pp. 102-
111, 2017.

J. S. Al-Azzeh, “A Distributed Multiplexed Mutual Inter-Unit in-Operation Test Method for Mesh-
Connected VLSI Multiprocessors”, Jordan Journal of Electrical Engineering, vol.3, no. 3, pp. 193-207,
2017.


https://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5128899
http://www.arc.ics.keio.ac.jp/nocs16/program.html
http://www.arc.ics.keio.ac.jp/nocs16/program.html

129

"Improved Testability Method for Mesh-connected VLS| Multiprocessors", Jamil Al-Azzeh.

sduadll (adla

U G FE i [P [P N KNP | P SN F B PG| [ U VO N N '
L8 A< 5 I e Al il Ta s aly (3ldai e Jalll cold Bas sl il allell
O i) paadl) e A e 3ax atall Clallaad) HLgaY 50 aa &8y yha sy &l
o LaS oL dadll e mal il o il Al 8ol 5y ey (53 SN TCH R |
BJA}M "L.J\)—.).Aj‘" U_Az\_.AJAAALgH\j:\_;AABQl_{:JAMdJ< Rt Y P\)S A ;\\7
23 iall el aall 4 S A il e 52 s gl o B sl A iy A (5 S5 elaa s
G—hi Gob e e taa s IS L aa B A il & sl JS Gy salayl 21 o
Lhisgagare sdlhiogagaw allclibhd pasaaly IS ded eV dale
.:\MAGJ\BJ}\;AS\ Q\hj&\@&&_\.\hw@meﬁ&mj

'[,le aall Cila \jj\ W e J\\"«)Z Al VAl aall G sl A a2 ¢ )A“\-@A A (—a
i a i lll € wiall sl sl agfar o e ol aie) il masaa g JSIA_aalil)
A8y 33y die ga adl Gl s i Fgige o ol hall o mal e SSIA sl
el oVl (e pal il oSS A dlaial (e ay dall s Uil Ao jiall A5y Hhall oy gl
Alendl 40 W) 3 VA apead I LAaYL ey 68 1))







JJCIT

EDITORIAL BOARD SUPPORT TEAM

LANGUAGE EDITOR

Haydar Al-Momani

EDITORIAL BOARD SECRETARY

Eyad Al-Kouz

JJCIT ADDRESS

WEBSITE: www.jjcit.org

EMAIL: jicit@psut.edu.jo

ADDRESS: Princess Sumaya University for Technology, Khalil Saket Street, Al-Jubaiha.
B.0O. Box: 1438 Amman 11941 Jordan.
TELEPHONE: +962-6-5359949.

FAX: +962-6-7295534.


http://www.jjcit.org/
mailto:jjcit@psut.edu.jo

*a \)mversu}, %,

ISSN = \
1SN 2413 - 9351 %gr?rlmlge) Vousl Lalel AL

www.jjcit.org jicit@psut.edu.jo




	0.0-JJCIT-Vol.04-No.02- English cover page
	0.1-JJCIT-General Information
	1-DOI 10.5455-jjcit.71-1512555333
	2-DOI 10.5455-jjcit.71-1515153943
	3-DOI 10.5455-jjcit.71-1514749838
	4-DOI 10.5455-jjcit.71-1517646258
	5-Empty page
	6-Inside arabic cover page
	7-JJCIT-Vol.04-No.02- Arabic cover page

