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ABSTRACT 

An accurate method for estimating the direction-of-arrival (DOA) jointly with the frequencies of an unknown number 

of source signals is proposed using the Eigen-approach. Using the minimum eigenvalues of the autocorrelation 

matrices produces both the DOA and the corresponding frequencies. 

By moving the roots produced from the eigenvector one-by-one, the angular location is first found. The frequency is 

then estimated using the same procedure. Finally, the frequency is used with the angular location to estimate the DOA 

angle.  

The results show an accurate estimation of source signals’ DOA and frequency in the presence of different levels of 

noise. 
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1. INTRODUCTION 

Generally, the antenna array factor is designed to receive the desired signal from a particular direction while 

suppressing the undesired signals. Therefore, the direction of arrival (DOA) of the received source signals 

needs to be estimated [1]. 

Many DOA estimation methods have been proposed. The Eigen-approach has received wide attention, since 

it gives high accuracy results [2]-[6]. Most of the proposed methods needed the exact number of sources to 

separate signals from noise. However, the exact number of sources is typically an unknown value. 

Additionally, the proposed methods focused on DOA without regard to frequency estimation [2]-[4], [6]. 

Others have proposed different techniques to jointly estimate the DOA and the related source frequency [7]-

[13]. The extended Kalman filter and unscented Kalman filter were utilized in [7] to jointly estimate the 

DOA and frequency of source signals. Unfortunately, high computational iterations were needed to realize 

good results.  

Some used ESPRIT, MUSIC and Maximum Likelihood Estimation (MLE) to estimate the DOA [4], [14]-

[16]. The results achieved were good, but they suffer from the complexity of the problem and the need for 

an exact number of sources. Although others [17] proposed methods to estimate the number of signal 

sources, additional computations to find the number of sources make the Eigen-approach proposed here 

faster, where the number of sources is found while performing other computations. 

A general comparison between different DOA estimation algorithms was discussed in [18]-[19]. The 

methods compared in [18, 19] only discussed DOA estimation with no mention of frequency estimation, 

since they assume a single frequency or a known set of frequencies.  

Since the DOA estimation is a nonlinear optimization problem, random search algorithms were proposed to 

estimate the DOA. In particular, genetic algorithm (GA) was used directly or in conjunction with other 

techniques to estimate the DOA [20]. 
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In this paper, the Eigen-approach is used to find the array factor with the coefficients of the eigenvector 

corresponding to the minimum eigenvalue of the autocorrelation matrix, which produces the minimum 

output power of the array. These coefficients are represented by the roots of the polynomial lying on the 

unit circle [21]. By moving the roots one by one, the proposed method estimates the DOA and the frequency 

using the array output. 

Several simulations were carried out to show that this proposed method estimates the DOA, frequency and 

number of source signals accurately. 

2. PROBLEM FORMULATION 

Assuming an unknown number of sources (𝑀), with different arrival angles 𝜃𝑚 and different 

frequencies 𝑓𝑚, transmitted to a uniform linear antenna array of (𝑁 + 1) elements such that (𝑁 ≥ 𝑀), the 

received signal at each array element 𝑥𝑛(𝑘) consists of the combination of the narrowband source signals 

�⃑� (𝑘) with additive white Gaussian noise �⃑⃑� (𝑘): 

�⃑⃑� (𝑘) = �⃑⃑� . �⃑� (𝑘) + �⃑⃑� (𝑘) = [

1 1
𝑒−𝑗𝜑1 𝑒−𝑗𝜑2

⋯
1

𝑒−𝑗𝜑𝑀

⋮ ⋱ ⋮

𝑒−𝑗𝑁𝜑1 𝑒−𝑗𝑁𝜑2 ⋯ 𝑒−𝑗𝑁𝜑𝑀

] [

𝑠1(𝑘)
𝑠2(𝑘)

⋮
𝑠𝑀(𝑘)

] + �⃑⃑� (𝑘)            (1)  

where  𝜑𝑚 = 2𝜋
𝑑

𝑐
𝑓𝑚 sin 𝜃𝑚 , 𝑑 is the distance between any two consecutive antenna array elements and 𝑐 

is the speed of electromagnetic waves. 

The signal 𝑠𝑚(𝑘) represents the kth sample of the source signal m and 𝑛𝑛(𝑘)  represents the kth sample of 

the noise at array element n. The array covariance matrix can be expressed as: 

�⃑⃑� 𝒙𝒙 = �⃑⃑� (𝜑)�⃑⃑� 𝒔𝒔�⃑⃑� 
𝐻(𝜑) + 𝜎2𝑰 (𝑁+1)                                            (2) 

where �⃑⃑� 𝒔𝒔 = 𝐸[�⃑� �⃑� 𝐻] is the correlation matrix of the source signals, 𝜎2 is the power of the uncorrelated 

white Gaussian noise and 𝑰 (𝑁+1) is the identity matrix of size (𝑁 + 1)x(𝑁 + 1). The output signal of the 

array is: 

�⃑⃑� (𝑘) = �⃑⃑⃑� �⃑⃑� (𝑘) = �⃑⃑⃑� �⃑⃑� �⃑� (𝑘) + �⃑⃑⃑� �⃑⃑� (𝑘)                                          (3)              

where �⃑⃑⃑� = [𝑤1 𝑤2 … 𝑤𝑚 … 𝑤𝑁+1] is the weight vector of the array elements.  The average output 

power of the array is estimated as the time average correlation of K samples by: 

𝑃𝑦 = �⃑⃑⃑� �⃑⃑� 𝒙𝒙�⃑⃑⃑� 
𝐻                                                                         (4)                            

and 

�⃑⃑� 𝒙𝒙 =
1

𝐾
∑ �⃑⃑� (𝑘)�⃑⃑� (𝑘)𝐻
𝐾

𝑘=1

                                                                 (5) 

When the nulls of the array factor (roots of the polynomial ((�⃑⃑� 𝐴 )) on the unit circle are matched to 𝜑𝑚 of 

the source signals, the output of the array will correspond to the uncorrelated noise power only. 

𝑃0 = �⃑⃑⃑� 𝟎�⃑⃑� 𝒙𝒙�⃑⃑⃑� 𝟎
𝐻 = 𝜎2�⃑⃑⃑� 𝟎�⃑⃑⃑� 𝟎

𝐻                                                   (6) 

where �⃑⃑⃑� 𝟎 is the weight vector which eliminates the signals at the array output.  

The optimization problem is defined as follows: 

min
𝑤

    �⃑⃑⃑� �⃑⃑� 𝒙𝒙�⃑⃑⃑� 
𝐻                                                                (7)      

Subject to: 

�⃑⃑⃑�  𝒘⃑⃑⃑⃑ 𝐻 = 1; 
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The solution �⃑⃑⃑�  for the optimization problem can be found using a Lagrange multiplier; �⃑⃑⃑�  is a set of 

eigenvectors of the autocorrelation matrix 𝑅𝑥𝑥 with corresponding eigenvalues ⃑ . 

To minimize the objective function in Equation (7), the eigenvector �⃑⃑⃑� 𝟎 should be chosen such that it 

corresponds to the minimum eigenvalue 𝑚𝑖𝑛 . The corresponding minimum output power 𝑃0 will be:  

𝑃0 =  𝑚𝑖𝑛 = �⃑⃑⃑� 𝟎
𝐻�⃑⃑� 𝒙𝒙�⃑⃑⃑� 𝟎 = 𝜎2                                               (8)  

It was shown in [21] that the roots of the array polynomial made by �⃑⃑⃑� 𝟎 coincided with 𝜑𝑚 for minimum 

output power. If w0n represents the nth element of the eigenvector �⃑⃑⃑� 𝟎, the array factor can then be written 

as: 

𝐹(𝑓, 𝜃) = ∑ 𝑤0𝑛𝑒−𝑗𝑛𝜑 

𝑁

𝑛=0

= ∑ 𝑤0𝑛𝑒
−𝑗2𝑛𝜋

𝑑
𝑐
𝑓 sin𝜃 

𝑁

𝑛=0

= ∏𝑤0𝑁 (𝑒−𝑗2𝜋
𝑑
𝑐
𝑓 sin𝜃 − 𝑒−𝑗�̂�𝑛)

𝑁

𝑛=1

             (9) 

The above equation shows that �̂�𝑛 match 𝜑𝑚 of the signals as the solution is achieved for the minimum 

output power. 

Similarly, an adaptive FIR filter of order (L) and weight vector �⃑⃑�  is used to determine the frequency content 

of the output signal of the array. The transfer function of the FIR filter is:  

𝑍(𝑓)

𝑌(𝑓)
= 𝐻(𝑓) = ∑𝜂𝑙

𝐿

𝑙=0

𝑒−𝑗𝑙𝜓 = ∏𝜂𝐿 (𝑒
−𝑗2𝜋

𝑓
𝑓𝑠 − 𝑒−𝑗�̂�)

𝐿

𝑙=1

                            (10) 

where 𝜓𝑚 = 2𝜋
𝑓𝑚

𝑓𝑠
 and 𝑓𝑠 is the sampling frequency. 

The output of the filter is: 

�⃑� (𝑘) = ∑𝜂𝑙

𝐿

𝑙=0

�⃑⃑� (𝑘 − 𝑙) = �⃑⃑� [

𝑦(𝑘)
𝑦(𝑘 − 1)

⋮
𝑦(𝑘 − 𝐿)

] = �⃑⃑� �⃑⃑� (𝑙, 𝑘).                                    (11) 

The average output power of the filter can be estimated as: 

𝑃𝑧 = �⃑� �⃑� 𝐻 = �⃑⃑� �⃑⃑� 𝒚𝒚�⃑⃑� 
𝐻                                                                  (12) 

where,  

�⃑⃑� 𝒚𝒚 =
1

𝐾
∑ �⃑⃑� (𝑙, 𝑘)�⃑⃑� (𝑙, 𝑘)𝐻
𝐾

𝑘=1

.                                                      (13) 

When the nulls of 𝐻(𝑓) on the unit circle are matched to 𝜓𝑚 of 𝑌(𝑓), the output of the filter will correspond 

to the uncorrelated noise power only. 

𝑃𝑧0
= �⃑⃑� 𝟎�⃑⃑� 𝒚𝒚�⃑⃑� 𝟎

𝐻 = 𝜎1
2�⃑⃑� 𝟎�⃑⃑� 𝟎

𝐻                                                      (14) 

where �⃑⃑� 𝟎 is the weight vector which eliminates the signals at the filter output and 𝜎1
2 is the power of the 

noise signal at the input of the filter. 

Similarly, the optimization problem is defined as: 

min
𝜂

    �⃑⃑� �⃑⃑� 𝒚𝒚�⃑⃑� 
𝐻                                                                        (15) 

subject to  

�⃑⃑� �⃑⃑� 𝐻 = 1 

The eigenvector 𝜂0 that corresponds to the minimum eigenvalue yields the minimum output power as in 

Equation (14) and is related to 𝜓𝑚 as in Equation (10). 
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3. DOA AND FREQUENCY ESTIMATION 

The process of frequency and DOA estimation can be obtained by calculating the pseudo-spectrum at the 

angles and frequencies corresponding to the polynomial roots as in Equations (9, 10). The pseudo-spectrum 

is calculated by altering each root of the array factor and the FIR filter to obtain the corresponding output 

power of the array and the filter. Large variation of the output power will occur if the roots coincide with 

an actual angle and frequency of a signal; otherwise, this root does not correspond to any of the source 

signals. 

The method for estimating the frequency and DOA is as follows: 

(1) The eigenvalues and the eigenvectors of �⃑⃑� 𝒙𝒙 are calculated. 

(2) An eigenvector (�⃑⃑⃑� 𝟎), corresponding to the minimum eigenvalue (
𝑚𝑖𝑛

), is used in Equation (9) 

to calculate �̂�𝟎 = [�̂�1, �̂�2, … , �̂�𝑁] on the unit circle.  

(3) The power of the uncorrelated noise is calculated as in Equation (8). 

(4) For 𝑛 = 1,2,… ,𝑁: 

(a) Shifting one �̂�𝑛 on the unit circle by 𝜋; i.e., (�̂�𝑛,𝑛𝑒𝑤 = �̂�𝑛,𝑜𝑙𝑑 + 𝜋 ) and computing the 

corresponding weight vector 𝒘𝒏⃑⃑ ⃑⃑  ⃑ using Equation (9). 

(b) The output power 𝑃𝑦(𝑛) is calculated as in Equation (4). 

(c) If 𝑃𝑦(𝑛) ≤ 𝑃0, go to step (4-a). 

(d) The output signal is calculated as in Equation (3). 

(e) The eigenvalues and the eigenvectors of �⃑⃑� 𝒚𝒚 (Equation (13)) are calculated. 

(f) The eigenvector (�⃑⃑� 𝟎), corresponding to the minimum eigenvalue, is used in Equation (10) to 

calculate �̂�𝟎 = [�̂�1, �̂�2, … , �̂�𝐿] on the unit circle. 

(g) For 𝑙 = 1,2, … , 𝐿: 

a. Shifting one �̂�𝑙 on the unit circle by 𝜋; i.e., (�̂�𝑙,𝑛𝑒𝑤 = �̂�𝑙,𝑜𝑙𝑑 + 𝜋 ) and computing the 

corresponding weight vector 𝜂�̅� using Equation (10). 

b. The output power 𝑃𝑧(𝑙) is calculated as in Equation (12). 

c. If 𝑃𝑧(𝑙) ≤ 𝑃𝑧0
, go to step (4-g). 

d. Set values for pseudo-spectrum plot as: 

�̂�𝑧(𝑙) = 𝑃𝑧(𝑙) − 𝑃𝑧0
 

𝑓(𝑙) =
�̂�𝑙,𝑜𝑙𝑑

2𝜋 𝑓𝑠⁄
 

𝜃(𝑙) = sin−1 [
�̂�𝑛,𝑜𝑙𝑑

2𝜋
𝑑
𝑐 𝑓(𝑙) 

] 

e. Go to step (4-g) 

f. Go to step (4) 

g. Plot pseudo spectrum 𝑃�̂�(𝑙) = 𝐹(
𝑓(𝑙)

𝑓𝑠
⁄ , 𝜃(𝑙)) 
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4. SIMULATION AND RESULTS 

An array of 11 elements and an inter-element spacing of  𝑑 = 𝑐
𝑓𝑠⁄  was chosen to simulate the proposed 

method. Since the number of roots is one less than the number of elements, the number of roots will be ten.  

This means that this antenna array can be used to estimate the location and frequency of up to ten signal 

sources.  

Results are presented for two simulation examples by implementing the algorithm proposed in the previous 

section. In the first example, the noise power was -10dBm with seven narrowband source signals 

transmitting to the array with normalized frequencies 𝑓 = (𝑓𝑚/𝑓𝑠) = {0.26946, 0.2, 0.1, 0.3, 0.35, 0.15,
0.4} and angles 𝜃 = {40, 60, 50, 50,−15,−30, −22}.  

Note that:  

𝜓1 = 𝜓2 

𝑓1 sin 𝜃1 = 𝑓2 sin 𝜃2 

and that, 

𝜃3 = 𝜃4 

to show the capabilities of the proposed method to resolve signals that appear to have the same location. 

The results are shown in Figure 1 and Table 1. The actual signal power can be evaluated by subtracting the 

estimated noise level from the level of power at each frequency in the pseudo-spectrum. Table 1 shows the 

power levels, the estimated DOA and the estimated frequency for the seven source signals. The results show 

that the proposed method was able to estimate the angle, the frequency and power level of each source signal 

accurately without knowing the number of source signals. 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The estimated frequency and angle in the pseudo-spectrum for seven source signals. The source 

signals are transmitted with normalized frequencies of 0.26946, 0.2, 0.1, 0.3, 0.35, 0.15 and 0.4 at angles 

of 40o, 60o, 50o, 50o, -15o, -30o and -22o, respectively with different power levels. 
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Table 1. The estimated angles 𝜃�̂�, power levels 𝑃�̂� and frequency 𝑓�̂� using the proposed method.  The 

number of source signals is 6, the number of array elements is 11 and the noise power is -10dBm. 

𝜃𝑖 𝑃𝑖  (𝑑𝐵𝑚) 𝑓𝑖 𝜃�̂� 𝑃�̂� (𝑑𝐵𝑚) 𝑓𝑖 

40 7.7815 0.26946 39.9599 7.7767 0.26946 

60 10 0.2 59.9163 9.9999 0.2 

50 6.9897 0.1 49.8815 6.9893 0.1 

50 9.0309 0.3 49.8968 9.1995 0.3 

-15 6.9897 0.35 -16.536 3.8268 0.3504 

-30 9.0309 0.15 -31.318 10.4606 0.1502 

-22 10 0.4 -22.203 9.7626 0.3998 

For the second example, the noise power was increased to 7dBm to show the effect of the noise on the 

proposed method. The results are shown in Table 2. 

Table 2. The estimated angles 𝜃�̂�, power levels 𝑃�̂� and frequency 𝑓�̂� using the proposed method.  The 

number of source signals is 6, the number of array elements is 11 and the noise power is 7dBm. 

𝜃𝑖 𝑃𝑖  (𝑑𝐵𝑚) 𝑓𝑖 𝜃�̂� 𝑃�̂� (𝑑𝐵𝑚) 𝑓𝑖 

40 7.7815 0.26946 42.44 7.293 0.2706 

60 10 0.2 66.04 9.14 0.1998 

50 6.9897 0.1 53.33 7.885 0.1005 

50 9.0309 0.3 50.13 8.947 0.2997 

-15 6.9897 0.35 -13.05 5.731 0.3507 

-30 9.0309 0.15 -31.83 9.284 0.1501 

-22 10 0.4 -22.26 9.884 0.4007 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The root mean square error in estimating the angle 𝜃�̂� and the frequency 𝑓�̂� using the proposed 

method for different SNR levels. 
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5. CONCLUSION 

The direction-of-arrival angles and the source signals’ frequencies were estimated using Eigen-approach 

with no prior knowledge of the number of signals. The proposed method first found the minimum eigenvalue 

of the autocorrelation matrix of the array elements input signals. The eigenvector, which corresponds to the 

minimum eigenvalue, represents the weights of the array factor. The output of the first stage yields the 

values of the angular location (𝑓 sin𝜃), while the output of the second stage yields the source signal 

frequencies which are used to find the DOA angles using the angular locations from the first stage. The 

proposed method was able to handle different levels of noise to effectively find the DOA angle and source 

signal frequency. 
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 ملخص البحث:

تمممممراح طمممممدحياةدلتمممممااج هتمممممااجطتمممممىلداحتممممممرداحج لممممم را   مممممر احجممممم ا  ممممم ا ممممم احجطمممممدججح اج مممممىجا همممممدا

  لممممم اا مممممماحمصمممممرتح ا مممممما  مممممرجتا مطلرممممماياتتتمممممطمىااحج دلتمممممااحج تطد مممممااحجطممممم ات ط مممممىاحجممممم   ا

 مممممممااحجممممممقحت ال يممممممتاحجتممممممهراحجقحتهممممممااج  ممممممر ور احىتت ممممممرةاحجممممممقحت ا مممممممال ممممممتاحج  مممممم را لمممممم ا ممممممت

تبط دلمممممذاحجممممممقتتاحج ط جيمممممى ا مممممماحج طيمممممم احجمممممقحت ا حتمرهمممممر احج لممممم راتحجطمممممدججح احج  مممممر د اج مممممري

تت مممممهما تح مممممىح اتلممممم احولامممممددالمممممطرالتى ا لممممممرجاحج   ممممم احجلحتلمممممااجطتمممممىلدا حتلمممممااحتممممممرداحج لممممم ري

حجطت همممممااحج تطد مممممااتتمممممىلدح اج هتمممممر اىتمرهمممممر اتلممممم راحمصمممممرتح اتتدججحت مممممراوممممم ات ممممم جا تمممممط لر ا

ا ماحجضمه ي مطلراا

This article is an open access article distributed under the terms and conditions of the Creative 

Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). 
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