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ABSTRACT 

Stock investments play a crucial role in deciding the global economic growth of the country. Investors can optimize 

profit and avoid risk through accurate stock-value prediction models, which motivates researchers to work on 

various aspects of correlated features and predictive models for stock-value prediction. The existing stock-value 

prediction models used data like Twitter, microblogs, price history and Google trends. On the other hand, domain-

specific dictionary-based deep learning evolved as a competitive model for alternative models in stock value 

prediction. But, the accuracy of these models depends on the quality of the input, the correlation among the 

features and the correctness of the sentiment scores generated for the dictionary terms. Financial-news sentiment 

analysis for stock-value prediction with dictionary-based learning needs attention in improving the quality of the 

input and dictionary terms’ sentiment score generation. The present research aims to develop a blended soft-

computing model for stock-value prediction (BSCM) with cooperative fusion and dictionary-based deep learning. 

In the current work, six Indian stocks that cover uptrend, sideways and downtrend characteristics are considered 

with stock-price histories and news headlines from 8th August 2016 to 31st March 2023, i.e., 2427 days. The number 

of records in price-history dataset is 14,562 and in the news headlines dataset is 46,213. The performance of the 

stock-value prediction can be improved by taking advantage of multi-source information and context-aware 

learning. The present research aims to achieve three objectives: 1. Applying cooperative fusion to combine the 

news headlines and price history of stocks collected from multiple sources to improve the quality of the input with 

correlated features. 2. Building a dictionary, FNSentiment, with a novel strategy. 3. Predicting stock values using 

FNSentiment and News Sentiment Prediction Model (NSPM) integration. In the experimentation, the proposed 

model outperformed the state-of-the-art models with an accuracy of 91.11%, RMSE of 10.35, MAPE of 0.02 and 

MAE of 2.74. 

KEYWORDS 

Deep learning, Stock market, Sentiment analysis, Fusion, Sentiment dictionary. 

1. INTRODUCTION

The stock-value prediction models gained attention in recent times. The stock value varies with the 

variety of features. The major categories of these features are internal and external features. Internal 

features include close price, the price-to-earnings ratio (P/E), the price-to-book ratio (P/B) and the like 

[1]. The news, Twitter, Google trends and other social media reveal external features: currency value, 

political decisions, organization profit, loss, the relation between employees and chief executive officer 

and the like, as described by [2]. The selection of the features dramatically impacts the stock-value 

prediction accuracy. The popular stock-value prediction models considered price history, news, Twitter 

[3] and microblogs as sources of stock information. But, social groups or microblogs cover a limited 

number of people’s opinions that cannot be trusted compared to the news media reports. 

In recent research, news financial sentiment analysis models evolved to predict the stock price [4]. An 

interesting correlation was found between the news features and the stock price. In the proposed model, 

to join these correlated features, cooperative fusion [5] is used. Cooperative fusion is a methodology to 

combine correlated features from various sources to improve the quality of the input. Through this fusion 

methodology, the performance of the predictive model can be improved. 

Financial news sentiment analysis involves generating sentiment scores for the words in the input news. 

The existing English-term dictionaries were insufficient to capture the meaning of the business context 

statements. The Natural Language Processing (NLP) problem, polysemy [6] means that multiple 

interpretations are possible for the same word depending on the context. Hence, domain-specific 

dictionaries are required to improve the accuracy of sentiment prediction. 
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Domain–specific dictionaries for stock value prediction exist for various languages. But, these 

dictionaries need improvement in considering correlated features of terms to generate accurate sentiment 

scores in dictionary learning. In the proposed system, the novel dictionary FNSentiment is developed 

with fused information by combining correlated features, news and close price. 

Ahmad et al. [7] expressed that the accuracy of the sentiments depends on the learning model’s 

performance. Deep-learning models exhibit great computation power in fields like image processing 

and text analytics. In specific, Deep Neural Networks (DNNs) [8], like Convolutional Neural networks 

(CNNs) [9], Long Short Term Memory (LSTM) [10] and Gated Recurrent units (GRUs) [11] are 

dynamic classification and predictive models. The proposed model uses the NSPM model, which 

combines CNN and LSTM to compute the stock value. The objectives of the proposed work are as 

follows. 

1) Developing a cooperative fusion methodology to combine the news headlines and price 

history to improve the quality of the input data to the stock-value prediction model. 

2) Generating domain–based dictionary, FNSentiment to with dictionary-based deep learning using 

the fused information. 

3) Developing a stock-value prediction model combining FNSentiment and NSPM. 

The remaining sections of the paper are outlined as follows: Section 2 presents the related work. Section 

3 explains the theory and implementations of the proposed model. Section 4, interprets the results and 

discussion. Section 5 presents the conclusion and some suggestions for future work. 

2. RELATED WORK 

This section presents the various methods to predict stock prices and the importance of dictionary-based 

deep learning for stock-value prediction. Further, the section discusses the advantages and limitations 

and steps to overcome the boundaries of the existing models and give a clear vision of the proposed 

model. 

2.1 Stock-value Prediction 

Stock trading is a business investment technique that results in drastic variations in profit or loss in a 

short span with a quick change in stock value. In recent years, the following methods have evolved to 

address the stock-market analysis and prediction; Auto Regression (AR), Auto Regressive Integrated 

Moving Average (ARIMA), Auto Regressive Moving Average (ARMA) models, linear regression, 

Support Vector Regression (SVR), Bayes neural network, Hybrid Network Adaptive Time-series 

recommendation framework (HNATS) [12], Long Short Term Memory Cellular Automata (LSTMCA) 

[13], Fuzzy time series analysis [14], GRU [15]. Stock-value prediction is a time-series problem 

involving statistical or textual data analysis. 

The researchers used various statistical models to address stock-value prediction based on internal 

features. Kumar et al. [16] have proposed an SVR with the fuzzy model and a genetic algorithm with 

SVR [17] to perform time-series analysis on statistical data stock’s close price. Tunisian stock data 

analysis using a hierarchical deep neural network [18] showed a considerable performance. Even though 

the time-series prediction analyzes the stock’s close price and other statistical factors like the P/E ratio, 

this analysis ignored external features that dynamically decide stock variations. 

The time-series text analysis involves investigating the stock-market data collected from several media. 

Long et.al [19] have used the news media analysis for stock-value prediction using SVM with S&S 

kernel and obtained good performance. In this study, the authors expressed the importance of 

considering the news data for stock-value prediction. Many researchers have experimented with mass 

media, news, Twitter, microblogs [20], online financial comments [21], behavioural finance [22] and 

the like and found that the media creates hype and touches user emotions in stock trading [23]. However, 

in social-media analysis for stock-value prediction, all the traders must be members of a specific social 

network with active communication to capture data, which is impossible. In addition, the users might 

be irrational; hence, the correctness of the social-media data is questionable. 

To overcome the existing models’ limitations, we considered news data and price history for stock-value 

prediction in the present study. News is quickly captured and reachable to traders via newspapers and 

electronic media. Moreover, the news data is trustworthy when compared with social-media data. We 



251 
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 09, No. 03, September 2023. 

 
 

have developed a cooperative fusion method to use the price history and news headlines to obtain input 

datasets for stock-value prediction. 

Table 1. The classification of the news headlines into positive, negative and neutral. 

Stock No. of Sentences 
The polarity of news sentence 

Positive Negative Neutral 

WIPRO 6262 2993 2273 996 

TCS 9114 6414 1580 1120 

BHARTIARTL 5812 2490 1812 1510 

SBIN 12855 7795 3234 1826 

NXTDIGITAL 5013 2907 1488 618 

PNB 7157 2980 2887 1290 

2.2 Dictionary-based Sentiment Analysis 

In recent research, many dictionaries have evolved to analyze text belonging to various domains. These 

dictionaries have been developed to be object-specific, category-specific, language-specific and the like. 

SentiDomain [24] was introduced as a rule-based sentiment dictionary developed for particular domain 

objects. This work calculates the sentiments for each object cluster using cosine similarity. This method 

analyzed the user review to measure product rankings and user satisfaction. Loughran and Mc- Donald 

manually developed a financial news dictionary, LMFinance for Hong Kong news. This dictionary 

outperformed the existing dictionaries, SentiWordNet and Senticnet [25]. 

A Korean-language dictionary [26] was developed to extract nouns from news statements and 

sentiments of positive and negative words obtained by calculating the average frequency of all positive 

and negative words in the Korean language. Most of the dictionaries were built in Japanese and Chinese 

rather than in English. We studied various methods to create dictionaries for deriving a domain-specific 

dictionary. Then, we analyzed the advantages of manual and automated dictionaries. Consequently, we 

proposed a semi-automated FNSentiment dictionary to take the benefits of both manual and automated 

dictionaries. 

2.3 Sentiment Analysis with Deep Learning 

The challenges in the sentiment analysis made researchers tend towards using dynamic computing 

models. In recent studies, deep-learning models have shown exemplary performance in sentiment 

analysis. Abdi et.al. [27] have introduced RNSA, which uses RNN and LSTM combinations for 

sentiment analysis. This model finds the sentiments of the users’ emotions in social-media data. The 

authors found that in word-level and sentence-level features with pre-trained embedding vectors, 

Word2vec showed promising results. 

Chen et.al. [28] have used GRU to analyze a dictionary created from Chinese social networks. This 

model classifies the user’s emotions as positive or negative. Then, these sentiments are used to predict 

the stock price. Later, the authors proposed another deep-learning model, RNNboost [29], for stock 

prediction. The authors believed deep learning efficiently finds user emotions and is reliable for stock-

value prediction. In addition, they showed that dictionary-based knowledge is suitable for analyzing 

domain-specific data. The hybrid CNN-LSTM dynamically classifies the statements positively and 

negatively [30]. In the present work, we have designed a deep-learning model, News sentiment-

prediction model (NSPM) that employs CNN and LSTM with Word2Vec embedding in the proposed 

system. 

3. PROPOSED SYSTEM 

This section presents the theory and implementations of blended soft-computing model for stock-value 

prediction (BSCM) for the stock-value prediction for news updates using a dictionary-based deep 

learning approach. Figure 1 shows the BSCM architecture. The design and development of BSCM are 

as follows: 

1) The news headlines are collected from the National Stock Exchange (NSE) and Times of 

India (ToI). Price history is collected from the NSE. 

2) The cooperative fusion method combines price history and news headlines information from 
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multiple sources. 

3) The FNSentiment dictionary was developed that consists of significant bigram terms with close

price and sentiment scores.

4) NSPM is modeled using the deep-learning approach for stock-value prediction when

integrated with FNSentiment.

Figure 1. Architecture of the proposed model. 

Figure 2. The workflow of cooperative fusion model. 

Table 2. Sample terms with sentiment score in FNSentiment dictionary. 

Significant bigram Sentiment score Close price ( R s) 

bad debt 0.034 490 

crore loss 0.126 517 

delays cheque 0.474 693 

hits low 0.042 642 

clearing debt 0.712 1100 

more growth 0.854 1322 

profit drops 0.038 786 

3.1 Data Collection 

The experimentation in this research considers six stocks WIPRO, TCS, BHARIARTL, SBIN, 

NXTDIG- ITAL and PNB to cover three possible trends in the stocks. Figure 4 illustrates the price-

history input datasets with three dataset characteristics; upward, sideways and down trends. The stock 

datasets are of two types; one is price-history data and the other one is news headlines data from 8th 

August 2016 to 31st March 2023. The price-history data represents day to day transactions of trading. 
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The data has been collected from the NSE. The dataset contains everyday transaction details: Date, 

Adjacent close price, High, Low, Close price and Volume. The dataset size for each stock is 2427 for 

the trading days from 8th August 2016 to 31st March 2023. The total size of the price-history data is 

14,562 for the six stocks. The news headlines dataset is framed by extracting data from two business 

news sources for the six stocks: 1. ToI, India’s primary new media in English and 2. NSE press-release 

descriptions. The news database contains 46,213 sentences. This dataset consists of news headlines and 

the date of the news dissemination. Now the datasets are ready for fusion to obtain the quality inputs for 

stock-value prediction. 

Figure 3. The layered architecture of news sentiment prediction model. 

Figure 4. The stock input datasets with three characteristics; uptrend, sideways and down trends. 
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3.2 Fusion Method 

The input datasets to build the dictionary were obtained by cooperative fusion, as illustrated in Figure 

2. After data collection, the pre-processing and feature-selection methods were used to find the essential

elements of the price-history data. In the pre-processing step, the null value of data will be substituted 

by the previous day’s instance value. The fusion method was applied to the datasets as follows:  

1) Price-history pre-processing and feature selection.

a) Pre-processing: The stop words and the like were eliminated from the news sentences.

b) Feature engineering: For each sentence in the news headlines:

(i) A sequence of bigrams (two consecutive words) from the pre-processed news sentence 

is generated with a semicolon as a separator. In the next step, a polarity feature ranging 

from -1 to 1 will be added to each headline entry based on domain knowledge. Table 1 

summarizes the domain knowledge about the news headlines. 

(ii) Finally, the bigrams with the same date and stock entries are joined with semicolon 

as a separator and the new polarity value is considered as the sum of polarities in the 

respective entries. 

2) In the rule-based merge step, the close-price data is mapped with news headlines data and vice

versa based on date and stock features. 

a) For the available entry in news headlines data, if the corresponding date entry is missing in

the price history, a new entry is created with date and close price by considering the 1 to n 

steps available close price for the stock. 

b) If the corresponding date entry is missing in the news headlines data, then move back to the

1 to n steps to find the most recent news for the stock. 

c) For common date and stock, the stock’s price-history is merged with the news headlines

data. 

Figure 5. Performance of the news sentiment-prediction model with various standard dictionaries. 

𝑆𝑖 =
𝑆

(𝑛−1)
          (1) 

𝑆𝑇𝑖 = ∑ 𝑆𝑗  𝑓𝑜𝑟 𝑗 = 1 𝑡𝑜 𝑘  (2) 

𝑁𝑆𝑇𝑖 =
𝑆𝑇𝑖− 𝑀𝑖𝑛

𝑀𝑎𝑥− 𝑀𝑖𝑛
   (3) 

3.3 Financial News Term Sentiment Dictionary (FNSentiment) 

The fabrication of FNSentiment consists of two steps 1. Computing significant bigrams, 2. Computing 

bigram polarities. In the first step, significant bigram generation produces the critical terms for news 

sentiment analysis. The significant bigrams were obtained by the two consecutive terms generated by 

combining a noun, adjective, adverb and verb by discarding the other terms in each news sentence. The 
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polarity computation finds the polarity values for all sentences. The sentence with word length n+1 and 

score S generates n terms. The S gives the sentiment score for each significant term in the sentence. A 

sentiment score Si for i=1 to n was computed using (1), contributing to the sentiment score; hence, the 

output was a set of terms with sentiment for each sentence. Next, the sentence’s sentiment denoted by 

STi was computed using (2). After this step, The FNSentiment was updated with the pairs of terms and 

their scores. Next, the Normalized Sentiment Score (NST) was computed using (3) to convert the 

sentiment scores on the scale (0, 1). Thus, NSTi generates polarity values ranging from (0, 1). The NSTi 

value zero represents the highly negative sentiment term. The NSTi value one defines the extreme 

positive sentiment term and 0.5 means the terms with a neutral sentiment. In (3), min and max represent 

ST’s minimum and maximum values, respectively. Table 3 shows an instance of the FNSentiment 

dictionary. 

3.4 Stock-value Prediction Using NSPM 

The objective of the NSPM is to predict the news sentiments using deep learning, as shown in Figure 3. 

The model consists of three layers; embedding, CNN and LSTM. First, the embedding layer creates 

input vectors to train the model. In this step, the layer generates equivalent word vectors for the inputs. 

In the next step, the embedded vectors were passed from the convolution layer to the max pooling layer 

to capture the most significant features from the information. Finally, the input was passed through the 

sequential layers of LSTM for further learning. The ci indicates an internal cell that collects input in 

LSTM. The hj represents the hidden state that produces output. The final layer softmax outputs a value 

from zero to one, indicating the sentence sentiment value. The hyper-parameters of NSPM were found 

through the Bayesian optimization tuner of the Keras tuner. 

Table 3. An instance of fused information obtained from the news and price-history datasets. 

Date Stock Close 

price 

( R s) 

Significant bigrams Sentiment 

score 

17-Apr-21 SBIN 339.9 statebankofindia private; private bank; bank seen; seen 

race; race card; card business 

1 

18-Apr-21 SBIN 339.9 statebankofindia pharmacist; pharmacist recruitment apply; 

apply online 

0 

20-Apr-21 SBIN 329.5 statebankofindia say; say charge; charge zero; zero 

balance; balance account; account prior; prior 

reasonable 

1 

24-Apr-21 SBIN 336.45 statebankofindia cut; cut growth; growth vijay; vijay 

mallya; mallya say; say money; money owes; 

owes indian; indian bank; bank public; public money; 

money cannot; cannot made; made bankrupt 

-1 

25-Apr-21 SBIN 336.45 bihar suffer; suffer crore; crore financial; 

financial loss; loss covid 

-1 

27-Apr-21 SBIN 353.05 statebankofindia clerk; clerk exam; exam registration; 

registration begin 

0 

Table 4. Significant bigram and sentiment-score generation for the sample fused information to develop 

FNSentiment. 

Significant bigrams Sentiment score Normalized 

sentiment score 

Close price 

statebankofindia  private 0.17 1 339.9 

private bank 0.17 1 339.9 

bank seen 0.17 1 339.9 

seen race 0.17 1 339.9 

race card 0.17 1 339.9 

card business 0.17 1 339.9 
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statebankofindia pharmacist 0 0.54 339.9 

pharmacist recruitment 0 0.54 339.9 

recruitment apply 0 0.54 339.9 

apply online 0 0.54 339.9 

bihar suffer -0.2 0 336.4 

suffer crore -0.2 0 336.4 

crore financial -0.2 0 336.4 

financial loss -0.2 0 336.4 

loss covid -0.2 0 336.4 

Table 5. Performance comparison of news sentiment-prediction model with baseline models. 

Model Phase 
Accuracy (%) 

Avg. 

WIPRO TCS BHARTI 

ART L

SBIN NXT 

DI G I

TA L

PNB 
NSPM with 

FNSentiment 

Testing 91.33 92.51 90.35 91.06 90.14 91.25 91.11 

Training 92.32 93.63 91.08 93.14 91.72 92.19 92.35 

Validation 89.45 89.87 88.66 88.91 88.32 89.52 89.12 

NSPM 

Testing 86.11 84.34 83.47 85.17 83.79 80.14 83.84 

Training 88.99 86.44 88.67 87.91 86.90 82.39 86.88 

Validation 85.59 83.44 82.15 84.10 82.84 79.49 82.94 

LSTM With 

FNSentiment 

Testing 86.62 85.14 85.38 82.43 81.06 80.24 83.48 

Training 87.99 87.74 86.55 83.93 82.41 81.32 84.99 

Validation 84.10 83.56 83.15 80.21 80.41 79.49 81.82 

LSTM 

Testing 82.12 81.74 80.11 78.26 78.79 78.18 79.87 

Training 85.16 83.45 81.16 81.06 81.16 80.12 82.02 

Validation 80.28 80.14 79.36 75.13 77.54 75.52 78.00 

GRU With 

FNSentiment 

Testing 85.12 81.24 84.18 80.17 81.79 79.24 81.96 

Training 86.56 84.71 85.27 82.06 82.16 80.59 83.56 

Validation 85.59 83.44 82.15 84.10 82.84 79.49 82.94 

GRU 

Testing 81.84 81.24 83.28 78.18 72.93 71.33 78.13 

Training 84.27 83.82 84.17 80.04 76.62 74.59 80.59 

Validation 79.39 80.29 80.11 75.86 69.93 70.84 76.07 

Figure 6. Stock-value prediction using the proposed model and existing models. 
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4. RESULTS AND DISCUSSION

The dataset is divided into 70% for training data from 8th Aug 2016 to 3rd March 2021 (1699 days) and 

30% testing data from 4th March 2021 to 31st March 2023 (728 days). The results, performance analysis 

of the proposed model, evaluation and comparison with the models in recent literature are explained in 

the following sub-sections. 

Table 6. Comparison of proposed and baseline models using the RMSE metric for each input stock dataset. 

Model/ Stock WIPRO TCS BHARTIARTL SBIN NXT DIGITA L PNB 

Proposed Model 9.53 10.00 10.88 10.86 10.24 10.58 

NPMM  Average[31] 24.36 24.26 27.84 24.74 29.44 26.02 

GAN [32] 51.23 51.06 47.11 50.34 49.04 50.72 

NMNL[33] 76.70 83.83 84.46 86.73 90.42 89.07 

LSTM [11] 125.24 127.87 110.64 127.58 125.27 123.01 

LSTMCA [13] 200.36 209.52 219.52 218.89 224.35 221.20 

Table 7. Comparison of proposed and baseline models using the MAE metric for each input stock dataset. 

Model/ Stock WIPRO TCS BHARTIART L SBIN N XT DIGITAL PNB 

Proposed Model 2.54 2.70 2.84 2.80 2.76 2.78 

NPMM  Average[31] 4.25 4.22 4.56 4.32 4.66 4.34 

GAN [32] 6.22 6.12 5.92 6.09 6.10 6.19 

NMNL[33] 7.51 8.03 8.00 8.05 8.32 8.27 

LSTM [11] 9.58 9.73 8.85 9.74 9.73 9.62 

LSTMCA [13] 12.05 12.53 12.78 12.86 12.87 12.89 

Table 8. Comparison of proposed and baseline models using the MAPE metric for each input stock dataset. 

Model/ Stock WIPRO TCS BHARTIARTL SBIN N XT DIGITAL PNB 

Proposed Model 0.005 0.001 0.004 0.006 0.010 0.071 

NPMM  Average[31] 0.009 0.001 0.007 0.009 0.016 0.110 

GAN [32] 0.013 0.002 0.009 0.013 0.022 0.159 

NMNL[33] 0.016 0.002 0.012 0.017 0.029 0.210 

LSTM [11] 0.020 0.003 0.013 0.020 0.034 0.249 

LSTMCA [13] 0.025 0.004 0.019 0.027 0.044 0.331 

Table 9. Comparison of proposed and baseline models using Accuracy, RMSE, MAE and MAPE. 

Model/ Metric Accuracy (%) RMSE MAE MAPE 

Proposed Model 91.11 10.35 2.74 0.02 

NPMM  Average[31] 86.57 26.11 4.39 0.03 

GAN [32] 84.4 49.92 6.11 0.04 

NMNL[33] 81.89 85.20 8.03 0.05 

LSTM [11] 80.77 123.27 9.54 0.06 

LSTMCA [13] 78.16 215.64 12.66 0.07 

The experimentation of the present research is described as follows. The collected experimental data, 

news headlines and close prices, was initially joined using cooperative fusion to generate quality input. 

In the next step, the FNSentiment dictionary was built by computing significant bigrams and their 

polarities. As a final step, NSPM is used to predict the stock value with the FNSentiment using 

dictionary–based deep learning. 

4.1 Metrics for Evaluation 

The metrics used for model evaluation are Accuracy, RMSE, MAE and MAPE. The accuracy 

determines the percentage of the number of sentences recognized correctly among the total tested 
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sentences. The RMSE gives the square root of averaged squared error. The error represents the 

difference between the actual and predicted values. The MAE gives the absolute difference between the 

predicted and actual values. MAPE is the mean absolute percentage error that determines the relative 

error. The proposed work aims to optimize these metrics. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑧𝑒𝑑 𝑛𝑒𝑤𝑠 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠
    (4) 

𝑅𝑀𝑆𝐸 = √
∑ (𝐴𝑐𝑡𝑢𝑎𝑙𝑖 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖)𝑁

𝑖=1

𝑁
    (5) 

𝑀𝐴𝐸 =
1

𝑁
∑ (𝐴𝑐𝑡𝑢𝑎𝑙𝑖 −  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖)𝑁

𝑖=1    (6) 

𝑀𝐴𝑃𝐸 = ∑ |
(𝐴𝑐𝑡𝑢𝑎𝑙𝑖 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖)

𝐴𝑐𝑡𝑢𝑎𝑙𝑖
|𝑁

𝑖=1   (7) 

4.2 Results of Cooperative Fusion 

The news and price-history datasets were combined to create the fused information. In this process, 

feature selection is applied to price-history datasets to select the prominent features ‘close price’ and 

‘Date’. Feature engineering is applied to pre-processed news data sentences to obtain bigrams. Further, 

a sentiment score between -1 and 1 is appended to each news sentence based on the domain knowledge. 

In the next step, the close price and bigrams of specific stock were mapped with Date. This step results 

in datasets with (Date, Stock, Close price, Bigrams, Sentiment score). Table 3 shows information fusion 

for the sample input dataset. 

4.3 FNSentiment Dictionary 

The formulation of the FNSentiment dictionary starts by collecting the fused information from the 

previous step. The next step generates significant bigrams by considering the noun, adjective, adverb 

and verb combinations of the bigrams obtained from the fused information. In the next step, formulae 

(1) and (2) are applied to compute the sentiment score for each bigram. Then, normalized sentiment 

score is calculated for the sentiment score field to convert the range of the values from 0 to 1. For the 

duplicate terms in the dictionary, sentiment scores were summed up and the close prices were averaged. 

Now, the FNSentiment contains triplets (significant bigrams, sentiment score, close price). An instance 

of these results is shown in Table 4. 

4.4 Performance of News-sentiment Prediction Model (NSPM) 

The NSPM and alternate deep-learning models are integrated with various dictionaries and compared 

for the analysis. The hyper-parameters of NSPM are done through Bayesian optimization. The hyper-

parameters are as follows: The learning rate for the generator and discriminator is 0.01, the suitable 

optimizer is Adam. We considered the number of epochs as 100 throughout the experimentation. The 

NSPM with FNSentiment was evaluated and compared with standard dictionaries, SenticNet, 

SentiWordNet and Vader. Figure 5 illustrates the comparison results. These results demonstrate that 

context-aware learning is possible through the integration of FNSentiment and NSPM with an accuracy 

of 91.11%. 

Table 5 shows the experiment summary on the six stocks. The NSPM with FNSentiment is a promising 

approach compared with NSPM alone, with improved accuracy by 3.33% from the experimental results. 

Figure 5 illustrates the accuracy of NSPM integrating with the FNSentiment and existing dictionaries. 

The FNSentiment with NSPM shows an accuracy of 91.11%; thus the results concluded that the NSPM 

with FNSentiment outperformed the recent literature models. 

4.5 Performance Analysis of Existing and Proposed Models 

BSCM is evaluated and compared with the baseline models with the metrics: Accuracy, RMSE, MAE 

and MAPE. The metrics were computed using formulae (5), (6) and (7). Tables 6, 7 and 8 illustrate the 

model evaluation results using the metrics. The summary of the results is shown in Table 9. The BSCM 

model outperformed all the baseline models with an accuracy of 91.11%. The evaluation of other 

metrics, RMSE of 10.35, MAPE of 0.002 and MAE of 2.74, showed that the BSCM is a reliable stock-
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value prediction system. Figure 6 shows the stock values predicted by the proposed model BSCM and 

the existing models for the six stocks:  WIPRO, TCS, BHARIARTL, SBIN, NXTDIGITAL and PNB. 

5. CONCLUSION AND FUTURE WORK

In the present work, we computed the futuristic stock values for six stock datasets with the proposed 

model and the models in the literature. The proposed model achieved an accuracy of 91.11%, RMSE of 

10.35, MAPE of 0.002 and MAE of 2.74. BSCM improved stock-value prediction with a rise in accuracy 

by 4.54% and with a fall of the MAE by 1.65, MAPE by 0.01 and RMSE by 15.76 compared with the 

existing models. BSCM outperformed the models in the literature. The NSPM for news sentiment 

prediction improved accuracy by 3.72% after integrating with a novel dictionary FNSentiment. The 

results showed that the cooperative fusion method and dictionary-based deep learning models improved 

the stock-value prediction accuracy. In future studies, we want to incorporate context-based clustering 

to refine the significant bigrams in predicting the stock value. The BSCM can be enhanced by integrating 

with clustering to analyze the critical news features for various stocks like oil, bank, software stocks and 

the like to develop sector-wise dictionaries to optimize the runtime. 
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 ملخص البحث:

ارا ه بببببببدت ا لببببببب  ص اص   ببببببب ا ور الدتببببببب د اًببببببب ار    ببببببب   تلعبببببببماراتبببببببهم دورراًببببببب ار تبببببببالااتصا

 ل سبببببببهم ي  اتعابببببببنلاا ولبببببببدلالااصتخ  بببببببمار  قبببببببد ي ا ببببببب  ارتبببببببهق ر الاا  بببببببد  ات   ببببببب ا بببببببنلاا

ص بببب اار تببببالامار  ببببيار ببببح البببب رالد  ببببدلمن ا لع بببب اسلببببلأاتمبببب  يا  ببببد  ا ه   بببب ا تببببعدوار تببببالا 

بببببب ال خببببببدارا عن بببببب ا ه  نبببببب ا ظاببببببيار ببببببه عل لاار ع نببببببدار  يت ببببببلاسلببببببلأارتببببببهق ريار  بببببب ر ن ار قد  

ات   ببببب ار    بببببد  ار  سببببببهق   ا  ا     دًسببببب ال  لببببب ا ه   ببببب ا تببببببعدوار تبببببالااًببببب ار تببببب رمار  د نبببببب  ا ا 

بببببب درماص بببببب   ار   ببببببدسيا  ابببببحرار عببببببي اتعه بببببب اسلبببببلأا بببببب ت ار  بببببب الرماصراوت ببببببد البببببن ار س  

بببب ات   ببببب ا ات لنبببب ار  ند ببببدرار  د نبببب ا بببب ا  ا ر  ه   بببب  ا بببب ار   ببببمل درار  د  تببببن  ا بببب اان ببببداًببببب   

بببببلاسلبببببلأات سبببببن ا ببببب ت ا تبببببعدوار تبببببا لاالدتبببببهق ريار بببببه عل لاار  بببببد لااسلبببببلأار  ببببب ر ن ا خبببببما  ا ني  

ا  اً ار   مل درار  د  تن  لد   دسيار  هض  اراصت  ن ا هد جاسد ن ار   ال

تمبببببب  يا  بببببب   ا قببببببهل ا ل  تبببببب  ار   دس بببببب ا ه   بببببب ا ن بببببب ار تببببببالاار ببببببلأااببببببحرار   بببببب اابببببب  ا 

عل لاار ع نبببببدار  سبببببه  ار بببببلأار  ببببب ر ن  اص ببببب و الدتبببببهق ريا بببببدا نعبببببي الدا ببببب  د ار   بببببدو اصر بببببه ا

(ا تببببببب رما  تبببببببالاا ببببببب النببببببب اتببببببب رو  ا تبببببببعدوار تبببببببالااصس بببببببدص  ا6ر    ببببببب   ار   هبببببببي ا 

ار ترفار  هعل بببببداله   ببببب ا تبببببعدوار تبببببالااًببببب ا ر ا بببببدواًببببب اتلبببببيار تببببب رم اصر خببببب  يالد بببببح  يا   

 هعبببببب  ت ار   ببببببدتوار    ببببببد  ار  سببببببهق   ا   بببببب ات سببببببن نمنالداتببببببه دت ا بببببب ا لر ببببببدار  عل  ببببببدرا

بببببببندم  ماسلبببببببلأا منلتبببببببما ببببببب ااصر بببببببه عل لاار ببببببب رس ا لس  ص ببببببب  اتخي بببببببمار    ببببببب   ار   هبببببببي مات ببببببب  

%ار ببببببلأا د ببببببماا11 91ر ه   نببببببدرار بببببب روت اًبببببب ا تلن ببببببدرار    بببببب   اً بببببب ال  ببببببدات   بببببب اللعبببببب ا

 اMAPE=0.02 اRMSE=10.35ت ن بببببببببببببببببلياًببببببببببببببببب ا  بببببببببببببببببد ن ار ه نبببببببببببببببببنلاار ابببببببببببببببببي ا 

MAE=2.74ا( ااا
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