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ABSTRACT 

Social media has become an excellent way to discover people’s thoughts about various topics and situations. In 

recent years, many studies have focused on social media during crises, including natural disasters or wars caused 

by individuals. This study examines how people expressed their feelings on Twitter during the Russian aggression 

on Ukraine. This study met two goals: the collected data was unique and it used Machine Learning (ML) to classify 

the tweets based on their effect on people’s feelings. The first goal was to find the most relevant hashtags about 

aggression to locate the dataset. The second goal was to use several well-known ML models to organize the tweets 

into groups. The experimental results have shown that most of the performed ML classifiers have higher accuracy 

with a balanced dataset. However, the findings of the demonstrated experiments using data-balancing strategies 

would not necessarily indicate that all classes would perform better. Therefore, it is essential to highlight the 

importance of comparing and contrasting the data-balancing strategies employed in Sentiment Analysis (SA) and 

ML studies, including more classifiers and a more comprehensive range of use cases. 
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1. INTRODUCTION

Crises have a major impact on human societies, altering the lives of individuals in significant ways. To 

understand the reactions of societies in times of crises, it is crucial to listen to people’s ideas and 

comprehend their sentiments. Therefore, Sentiment Analysis (SA) has emerged as a vital subject of 

study in Natural Language Processing (NLP) and information extraction [1]. It seeks to evaluate a wide 

range of information, eliciting writers’ emotions reflected in positive or negative words [2]. With the 

rise of social networking platforms, such as Facebook, Twitter, Linkedin and others, people have gained 

significant power in expressing and exchanging opinions about political or social events and inevitable 

social crises [3]. Nevertheless, understanding people’s behaviors becomes challenging during crises 

because of the sheer volume of instructive messages, emotional outbursts, helpful safety suggestions 

and rumors. It is essential to leverage SA to better manage and regulate a crisis [4]. 

Natural disasters pose a significant challenge for societies and real-time sentiment analysis on social-

media platforms (such as Twitter) can play a crucial role in saving lives [5]-[6]. Twitter’s micro-

blogging service allows users to share messages about events and news worldwide, using hashtags to 

follow hot topics. In the case of natural disasters, SA can be used to analyze tweets related to events, 

like the California Campfires (considered one of the most damaging and destructive wildfires in the 

history of California) [7]. However, there is a lack of research on the SA of natural disasters, causing 

negative impacts on society in many respects. More research attention and efforts need to study people’s 

reactions to disasters. The studies must include mitigating, preparing, recovering and responding to 

disasters while reducing damage to citizens and economies [8]. During conflicts or aggressions caused 

by natural or human factors, opinions and sentiments can be expressed using social-media platforms, 

like Twitter [9].  

Real-time assessment of public opinion expressed in tweets can aid authorities in developing early, 

response strategies. For example, a study examined the rule of the Taliban in Afghanistan after the 
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withdrawal of US soldiers, using public opinion expressed in tweets [10]. Additionally, a new method 

was proposed for real-time sentiment analysis on the current Refugee Crisis to provide some prediction 

on polarity types of political improvement based on Twitter data [11]. Machine Learning (ML) 

techniques were used to present a method for sentiment analysis on Twitter data, comprising tweets 

about Afghanistan. The study identified algorithms and measures for evaluating the performance of 

supervised ML classifiers on tweets on the US war in Afghanistan [9]. The research focused on the 

refugee crisis. Accordingly, through binomial classification of positive and negative, ML algorithms 

were applied to obtain final-level decisions regarding the number of individuals commenting in support 

of refugees [11]. It is clear that exploring feelings has become critical, particularly in studying and 

processing natural languages [12]. More research is needed to leverage sentiment analysis to understand 

people’s reactions during crises and develop strategies for effective crisis management. 

The Russian aggression on Ukraine has raised questions about the formation and evolution of group 

identities during times of political tension [13]. Existing research suggests that insecurity, competition 

over resources and threat perception from out-groups increase ethnic-identity salience. However, 

Metzger et al. [14] proposed a novel approach using Ukrainian Twitter users' language preferences to 

examine this issue. The study found that key political events during the Ukrainian crisis did not lead to 

a reversion to language preferences, but following the annexation of Crimea, both Russian and Ukrainian 

Twitter users began using Russian tweets with greater frequency. Driscoll and Steinert-Threlkeld [15] 

suggested that social media provides insight into political attitudes and the study mapped the evolution 

of Russian-speaking communities' attitudes towards the conflict. The results show that the Russian-

Ukrainian interstate border moved as far as the Russian military could advance without incurring 

occupation costs. These studies offer insights into the complex relationship between language, identity 

and political conflict and provide a basis for future research [14]-[15]. 

However, there has been comparatively less research into the social and emotional aspects of the Russian 

aggression in Ukraine, particularly the sentiments of those who are affected by it [16]. Understanding 

the sentiments of individuals towards aggression can provide several benefits. Firstly, it can provide 

insights into the effectiveness of various propaganda and messaging campaigns used by the parties 

involved, which can be useful in designing more effective messaging strategies. Secondly, it can provide 

insights into the emotional impact of aggression on individuals, which can help researchers better 

understand the psychological toll of aggression and identify areas where emotional support may be 

needed. Thirdly, sentiment analysis can identify potential sources of tension and aggression escalation. 

By monitoring sentiment trends over time, researchers can identify periods of heightened tension and 

negative sentiments that can signal the potential for further aggression or violence. Sentiment analysis 

of the Russian aggression in Ukraine is essential, as it can provide valuable insights into individuals’ 

emotions, opinions and attitudes towards the aggression. It can be used to design more effective 

messaging strategies, provide emotional support to those affected by the aggression and identify 

potential sources of tension and aggression escalation. 

ML techniques are important for sentiment analysis of the Russian aggression in Ukraine, because they 

enable the processing of large amounts of data quickly and accurately, allowing for a more 

comprehensive analysis of the sentiments expressed by individuals affected by the aggression. 

Additionally, ML algorithms can learn from the patterns and characteristics of the sentiment data to 

improve the accuracy of the sentiment analysis. This can provide valuable insights into individuals’ 

emotions, opinions and attitudes toward aggression and can help identify potential sources of tension 

and aggression escalation. Moreover, ML techniques can be used to evaluate the effectiveness of 

different propaganda and messaging campaigns used by the parties involved, which can inform the 

design of more effective messaging strategies.  

This study aims to predict people’s sentiments on Twitter during Russian aggression [13] in Ukraine by 

using machine-learning classifiers while investigating how individuals respond and behave during a 

crisis, particularly in the context of a war or aggression. In this study, we aim to examine the potential 

of utilizing sentiment analysis using machine-learning techniques to comprehend community behavior 

and attitudes toward the war. It includes the degree to which the ML model can assist in comprehending 

community behavior, the level of correspondence between the observations and the actual user 

sentiments analyzed from the tweets, as well as the extent to which sentiments are uniform within and 

across regions. The major contributions of this study comprise the following:  
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1. A machine learning-based sentiment detection model for Twitter feeds concerning the war. 

2. Using several machine-learning models for classifying sentiment polarity and emotions. 

3. Intriguing insights into collective reactions to the war on social media could aid in informing 

decision-making processes and potentially contribute to developing more accurate and effective 

sentiment-analysis tools. 

The structure of this article is as follows. Section 2 introduces the works related to this topic. In Section 

3, we present our methodology. Section 4 discusses the experimental results. The conclusion will be 

drawn in Section 5. 

2. RELATED WORKS 

This section of the paper is organized into two sub-sections. The first sub-section provides a 

comprehensive literature review on sentiment analysis. The second sub-section focuses on related works 

on Russian aggression in Ukraine and how sentiment analysis has been used in this context. 

2.1 Sentiment Analysis Related Works 

SA has garnered significant interest in recent years due to the prominence of social-media sites, such as 

Twitter and Facebook. In addition, the availability of voluminous data in tweets, reviews and comments 

expedited its development. As a result, there is a substantial body of literature on SA [10]. The proposed 

method detects fake news using sentiments with positive and negative scores. Elmurngi and Gherbi [17] 

used statistical approaches to assess the efficacy of spambot systems in the SA arena. The task-specific 

precision of various ML models is tested. Wael et al. [18] used SA to identify Western media’s bias in 

the Palestinian-Israeli crisis. This process includes finding deceptive terms, vocabularies and idioms 

used to sway public opinion about the Israel-Palestine problem. 

The refugee issue was also considered utilizing SA. For instance, Ozturk and Ayvaz [19] analyzed 

Turkish and English tweets to address the challenges of Syrian refugees. They examined public feelings 

and opinions regarding the Syrian refugee situation. The results demonstrated a substantial variation in 

sentiments between Turkish and English tweets. The data also indicated that Turkish tweets include 

more optimistic sentiments. A comparative examination revealed that Turkish tweets contain more 

positive than negative or neutral sentiments toward Syrian refugees. Another considered issue was 

terrorism; for instance, Mansour [20] conducted SA on tweets related to ISIS to gain insights into how 

people feel about acts related to terrorism. The Term Frequency-Inverse Document Frequency (TF-IDF) 

approach was applied in the study to perform SA on tweets on ISIS. 

Other researchers have used Twitter SA to determine various public opinions and feelings expressed 

during crises, such as civil wars and natural disasters [21]-[22]. Identifying these feelings is important 

for understanding the situations’ dynamics and their emotional impact on affected people. A study shows 

that debriefing during a disaster can help authorities develop critical situational awareness and other 

programs to manage future events [23]. Studies showed that users’ emotions fluctuate depending on 

location and proximity to the disaster site. For example, a study assessed the situation and public opinion 

regarding Brexit, in which more than 16 million tweets were collected. This study uncovered the most 

popular daily Twitter debates and discovered a positive correlation between Twitter’s attitude towards 

Brexit and the British-pound exchange rate using the VADER library [24]. 

Protests have become more common in recent years and researchers are interested in understanding the 

emotions and sentiments expressed during these events through social media. Field et al. [25] used 

natural-language processing techniques to analyze emotions in tweets about the 2020 Black Lives Matter 

protests. They found that positive emotions, such as pride and hope, were prevalent in tweets with pro-

BlackLivesMatter hashtags, contradicting stereotypical portrayals of protesters as perpetuating anger 

and outrage. Won et al. [26] developed a visual model that uses convolutional neural networks to classify 

the presence of protesters in an image and predict their visual attributes, perceived violence and 

exhibited emotions. They also released a novel dataset of 40,764 protest images with various annotations 

of visual attributes and sentiments. Steinert-Threlkeld and Joo [27] introduced the Multimodal Chile & 

Venezuela Protest Event Dataset (MMCHIVED), which contains city-day event data using a new source 

of data, text and images shared on social media, enabling the improved measurement of variables, such 

as protest size, protester and state violence, protesters’ demographics and their emotions. Overall, these 
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studies demonstrate the value of analyzing social-media data to understand the emotions and sentiments 

expressed during protests. 

According to the information reported above, SA has become a significant research topic in artificial 

intelligence. According to a survey of the available literature, various Twitter SA research employs 

classic ML algorithms to estimate sentiments from tweets [28]–[30]. These approaches tackle SA 

problems as if they were text-classification problems. These algorithms treat SA problems as text-

classification problems and have been found to provide high accuracy with fewer computational 

resources. The classic ML algorithms commonly used for SA of Twitter data include Naive Bayes (NB), 

Random Forest (RF) and Logistic Regression (LR), among others. These algorithms provide strong 

accuracies with fewer computer resources and are used widely in SA of Twitter data [29]. 

In this work, we use a pre-annotated dataset using RoBERTa and TextBlob. Next, we apply various ML 

classifiers for SA to analyze tweets about the Russian-Ukrainian armed conflict. To the best of our 

knowledge, this research is among a few that seek to provide valuable insights into tweet content related 

to the Russian-Ukrainian war. Findings can be a reputable source of information to help governments 

and international organizations understand social-media trends and public views on the situation in 

Ukraine. 

2.2 Russian Aggression in Ukraine Related works 

Numerous studies have investigated the Russian aggression in Ukraine’s online social networks (OSNs), 

focusing on Twitter and Reddit data to uncover hidden insights, disinformation campaigns and abnormal 

patterns [31]. There is a growing need for further research in the field, including aspect-based sentiment 

analysis (ABSA), to mine and analyze large datasets on OSNs. Hanley et al. [32] found differences in 

news coverage among Western, Russian and Chinese press outlets, with Russian media focusing on the 

purported justifications for the military operation and Chinese news media concentrating on the 

aggression’s diplomatic and economic consequences. A novel lexicon-based unsupervised sentiment-

analysis method was proposed by Guerra et al. [33] to measure “hope” and “fear” using Reddit.com as 

the main source of human reactions to daily events during nearly the first three months of the aggression. 

Propaganda and misinformation were studied by Pierri et al. [34] on Facebook and Twitter during the 

first few months of the Russian aggression in Ukraine. They found that superspreaders played a 

disproportionate role in amplifying unreliable content and the political leaning of Facebook pages and 

Twitter users sharing propaganda was more right-leaning than average. In another study, Agarwal et al. 

[35] analyzed the emotional sentiments of tweets acquired during the peak war period, from December 

31, 2021 to March 03, 2022. The study found more negative tweets than positive ones. It provided 

insights into the spread and influence of different categories of tweets, highlighting the need for further 

research on dynamic sentiment analysis. 

In the study by Vyas et al. [36], a framework was developed to automatically classify distinct societal 

emotions related to the Russia-Ukraine War (RUW) on Twitter. The authors found that most tweets 

describe the RUW in key terms related more to Ukraine than to Russia and that 81% of Twitter users 

surveyed showed a neutral position toward the aggression. In another study, Vyas et al. [31] proposed a 

hybrid framework to automatically extract positive, negative and neutral sentiments from tweets related 

to the COVID-19 pandemic and classify them through machine-learning techniques. 

Ibar-Alonso et al. [37] conducted a social-listening analysis on Twitter to assess sentiments and 

emotions regarding green energy during the onset of the 2022 Russian aggression in Ukraine. They 

found that the aggression changed society’s sentiments about an energy transition to green energy, with 

negative feelings and emotions emerging in green-energy tweeters once the aggression started. The 

emotion of confidence increased as the aggression drove all countries to promote a rapid transition to 

greener-energy sources. 

In the study by Chen et al. [38], the authors analyzed the public opinion warfare related to the Rural-

Urban Waiver (RUW) in Chinese Weibo texts. They used Latent Dirichlet Allocation for unsupervised 

clustering and an opinion adversarial evolution algorithm to dynamically model the dominant degree of 

an opinion in the evolutionary processes. The authors released a dataset of Chinese Weibo associated 

with the RUW and proposed a data-driven approach for analyzing opinion warfare in cyber-physical-

social systems. The study calls for further expansion of data collection and analysis from multiple 
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perspectives and the design of unsupervised clustering methods for complex social texts to improve 

opinion recognition. 

Garcia and Cunanan-Yabut [39] analyzed the sentiments and emotions of the international community 

towards the Russian invasion of Ukraine using tweets posted on the first day in the #UkraineRussia 

hashtag. The results showed that negative sentiments were more prevalent and sadness was the most 

salient emotion. The study highlights the potential of social media, particularly Twitter, as a vehicle for 

mass communication that governments and politicians can use as a source of public opinion. Future 

research could continue examining the platform as a channel for public participation in peacemaking. 

Benjamin Džubur et al. [40] combined sentiment and network analysis approaches to produce various 

insights into the discussion of the Russian aggression on Ukraine in their study. They discovered that 

most users support Ukraine and that the most critical accounts belong to political leaders, as well as 

relevant organizations or media outlets that actively report on the aggression. Apart from a few pro-

Russia communities, all the groups express support for Ukraine to some degree. The study suggests that 

future research should focus on more thoughtful data collection and thorough analysis of various aspects 

of the networks. 

3. METHODOLOGY

This section covers many methodological approaches that were taken throughout this research. Figure 

1 shows that our methodology comprises four main steps. The first step is to examine the data-collection 

process and identify keywords. In the following step, pre-processing procedures have been applied to 

the dataset, starting with initial filtering and continuing to complete processing. After concluding the 

previous step, the next step addresses the topic of preparing the dataset for ML classification with a 

discussion that includes activities, such as the annotation technique and feature extraction. The last step 

applies the ML prediction models suggested for this research and discusses the results of the model 

performance. 

Figure 1. The steps of our methodology. 

3.1 Data Collection 

This research aims to comprehensively and representatively collect tweets about the aggression and 

crisis between Russia and Ukraine on Twitter. Prior research on aggression and crisis was conducted to 

identify the most relevant and popular data-collection hashtags. This involved an extensive review of 

news reports, social-media discussions and other relevant sources in identifying the key themes, topics 

and issues related to aggression.  

Data collection for tweets related to aggression and crisis started on February 24, 2022 and lasted until 

July 4, 2022, on Twitter, which is the most popular platform for expressing thoughts and opinions [41]. 

The selected hashtags included "#UkraineVSRussia, #UkraineConflict, #UkraineCrisis, 

#UkraineWarCrimes, #stopwar, #UkraineWar, #UkraineRussia and #ukrainianwar," based on prior 

research and their popularity. The streaming Twitter API justifies its use, since it can give every tweet 
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for a given set of search terms [41]. However, Twint, a popular third-party tool, is also favored by 

researchers because of its flexibility and ability to scrape tweets without limitations or barriers [1]. We 

used the Twint project tool to scrape 1,245,791 tweets using these hashtags. We deliberately chose to 

use Twint over the Twitter API due to its ability to access all publicly available tweets, enabling 

historical-data retrieval that was crucial for our study. Twint also has advantages over the Twitter API, 

such as collecting data without authentication, avoiding rate limits and enabling advanced search 

queries. All tweets collected using Twint with these hashtags were saved as comma-separated values 

(.csv) for analysis in this research. To promote transparency and facilitate future research, we have made 

the dataset used in this manuscript publicly available to other researchers by uploading it to Mendeley 

[42]. 

3.2 Pre-processing 

While tweets in other languages can provide insights into public sentiments during the ongoing crisis in 

Ukraine, our study focuses solely on English tweets. English is the most widely used language on 

Twitter, which ensured a substantial sample size for analysis. Furthermore, gathering and translating 

tweets in other languages would have required additional language processing, which was outside the 

scope of our study. Our dataset includes crisis-related keywords and was not restricted by location, 

resulting in tweets from all over the world. Before using Twitter’s data for further processing, the data 

must undergo a filtering process to eliminate things with no relation. Several Python tools and libraries 

were used. The first step is to normalize the data to clean it up. As part of this process, non-English 

tweets, emojis, URLs and other special characters are filtered out. As a part of normalization, all capital 

letters are turned into small letters to simplify using text in the analysis [43]. The following step is 

tokenization. Tokenization is a pre-processing method that can divide any text into small pieces called 

“tokens.” All special characters are taken out during tokenization, the spaces between words are found 

and abbreviations, numbers and other special characters are processed. The last step is removing 

English-language stop words like “is,” “a,” and “an,” which do not add much to the text about a specific 

topic. 

Figure 2 shows the distribution of the weekly tweets. The analysis indicates that the number of tweets 

per week varies significantly, ranging from a minimum of 677 to a maximum of 88778, with an average 

of 18112.3 tweets per week. This indicates that there is a lot of fluctuation in the amount of Twitter 

activity, which can be influenced by various factors, such as current events, popular topics and the 

behavior of users. Analyzing this data can help individuals and organizations better understand trends 

and patterns in Twitter activity and use this information to inform their social-media strategy. 

Figure 3 displays a word cloud of the collected dataset related to the topic of Ukraine and Russia’s 

conflict, with words, such as “destroy,” “kill,” “war,” “force” and “military,” alongside popular words, 

like “Ukraine,” “Russia” and “War,” suggesting a negative sentiment towards the conflict. The inclusion 

of words, like “peace,” “help,” “make,” “child” and “live” in the word cloud could indicate a shift in 

sentiments towards a more positive direction. These words suggest the possibility of a desire for a 

resolution to the conflict and a focus on the impact of the conflict on civilians, particularly children and 

families. 

Figure 3. The word cloud generated from 

collected dataset. 
    Figure 2. Weekly tweets distribution. 
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Table 1 shows a list of 10 random tweets and their polarity scores generated after applying the RoBERTa 

model to perform sentiment analysis. The polarity scores indicate the sentiment expressed in the tweets, 

where a positive score denotes a positive sentiment and a negative score denotes a negative sentiment.  

Table 1. List of 10 random tweets along with their polarity scores. 

No. Time Tweet Polarity 

1 2022-02-25 15:50:54 foreign policy morality individuals nations act interest principles 

ordinary citizens force patriotism moral individuals spar nations 

moral scrutiny 

-0.093 

2 2022-02-26 22:13:04 miss Ukraine also join Ukrainian army let forget women fight 

beloved country 

0.703 

3 2022-02-27 07:26:20 watch Ukrainian news outlets make cry understand evil 

understand children die war 

-1.02 

4 2022-02-27 14:00:29 man find mine near Berdyansk pick hand cigarette mouth move 

away woods 

0.101 

5 2022-03-03 14:17:11 word speak furiously become cause unrest life war become cause 

destruction many generations 

0.503 

6 2022-03-08 02:05:02 deputy state Sherman say may become harder come days -0.101 

7 2022-03-10 15:05:21 experts keep say cannot faceoff Putin military Putin military 

commit war crimes already say cannot engage stink chamberlain 

criticism NATO us need make clear Russia 

-0.033 

8 2022-03-24 14:00:07 talk love ones Ukraine distress news via situation Ukraine crucial 

importance talk love ones supportive sensitive way 

0.320 

9 2022-04-30 02:44:43 Ukrainian girls consider one beautiful world today also defend 

country brave strong courageous different one thing unite desire 

win 

0.576 

10 2022-06-23 22:33:37 Ukraine receive long range rocket system Russian official 

threaten strike us embassy Kyiv 

-0.025 

A score of zero indicates a neutral sentiment. The table shows that the tweets cover various Ukraine-

related topics, including foreign policy, military, news outlets, war crimes and personal relationships. 

The polarity scores of the tweets generated by RoBERTa and TextBlob vary slightly, indicating that 

different models may produce slightly different results depending on the text being analyzed. The tweet 

with the highest polarity score is number 2, expressing a positive sentiment towards Ukraine and its 

women who fight for their country. The tweet with the lowest polarity score is number 3, which 

expresses a highly negative sentiment towards Ukrainian news outlets and the reality of war. The other 

tweets have polarity scores that fall in between these two extremes, with some expressing positive 

sentiments (tweets 4, 5, 8 and 9), some expressing negative sentiments (tweets 1, 3, 6 and 10) and one 

tweet with neutral sentiment (tweet 7). Overall, the table provides a glimpse into the sentiments 

expressed on Twitter towards Ukraine during the time period covered by the tweets. The results 

demonstrate the usefulness of sentiment analysis in understanding public opinion and highlighting the 

importance of choosing the appropriate sentiment-analysis model for the specific context and purpose 

of the analysis. 

3.3 Data Annotation 

According to the research’s main case for classification, the tweet annotation labels are assigned to 

various categories [44]. In our study, we fine-tuned the pre-trained Roberta model on a smaller annotated 

dataset relevant to our research domain. The annotated dataset consisted of text documents with labeled 

sentiment scores ranging from negative to positive. We used this dataset to train the model to identify 

and classify sentiments in the text data. Our study used the state-of-the-art RoBERTa model based on 

transformer architecture to perform sentiment analysis on text data for polarity. This allowed the model 

to learn contextual representations of words and sentences that could be fine-tuned for specific natural-

language processing tasks. We fine-tuned the pre-trained Roberta model on a smaller annotated dataset 

consisting of text documents with labeled sentiment scores ranging from negative to positive, using the 

Hugging Face Transformers library to implement the PyTorch implementation of the model. To define 

the polarity, we used TextBlob on the result that we obtained from the RoBERTa transformer. During 

the model’s training, we used a batch size of 32 and trained it for 10 epochs with a learning rate of 2e-5 
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while also using early stopping to prevent overfitting. Accordingly, the dataset was annotated into two 

categories for binary classification using TextBlob. The two categories are; negative tweets regarding 

the aggression annotated by 0 and positive tweets regarding the aggression annotated by 1. A total of 

362,246 relevant tweets were considered after applying labeling to our collected dataset. The number of 

tweets in each of the two categories is depicted in Figure 4. 

Figure 4. Distribution of categories in the dataset. 

As we can notice from the figure, there are two classes of repented tweets. The first class, labeled 1, has 

226,936 tweets about war and the second class, labeled 0, has 135,310 tweets about the same 

conversations during the aggression. The number of tweets in the first category is greater than in the 

second category, which could affect the results of the ML classifiers in the studied case. Synthetic 

Minority Oversampling Technique (SMOTE), a distribution-balancing technique, will be implemented 

to address this problem. Furthermore, classification findings will be shown before and after applying 

the SMOTE to establish how this technique improves categorization. 

3.4 SMOTE 

SMOTE is used in ML research for data balancing. Generating data samples of minority classification 

labels, such as the number of samples from each group, is nearly equal [45]. As described before, the 

dataset did not provide an equal distribution of categories, which can cause the ML models to overfit. 

To address the class imbalance in our dataset, we opted for the SMOTE, as it provides several benefits 

over other approaches. SMOTE is widely used in text classification and has proven effective in dealing 

with imbalanced datasets. One of its main advantages is that it generates synthetic examples for the 

minority class by interpolating between minority-class examples, reducing the risk of overfitting the 

training data. 

Additionally, SMOTE produces synthetic examples similar to -but not identical to- the original 

minority-class examples, promoting diversity in the training data and improving the classifier’s 

performance. SMOTE is also straightforward to implement and compatible with many classifiers. It is 

a desirable option for handling class imbalance in text-classification tasks that often have large and 

complex datasets. 

3.5 Feature Extraction 

In our work, we utilized both the unigram approach and the term frequency-inverse document frequency 

(TF-IDF) technique for feature extraction to highlight the sentiments of the tweets. The unigram 

approach is a simple, yet effective, method for capturing the essential words in a text corpus. Conversely, 

TF-IDF assigns weights to words based on their frequency in a document and their rarity in the corpus, 

which helps distinguish between common and rare words [43]. This technique is advantageous, as it can 

help identify the essential words in a text corpus and discard noise, resulting in a more meaningful and 

accurate representation of the data. Therefore, by combining both techniques, we could analyze the 

sentiment of the tweets in our dataset accurately. 

For feature engineering, this research adopts TF-IDF. This approach operates by extracting weighted 

features from the data and assigning each data term with a few weight values into the model to enhance 

the performance of ML classifiers [46]. TF-IDF focuses on the most distinctive words, making its 

integration preferable to overcome the limitation of depending on word counts in SA research. 

Mathematical functions for TF-IDF are represented in Equations 1 and 2 as follows; 
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tf(t, d) =  log(1 + ft,d) (1) 

Idf(t) =  log (
1 + N

1 +  n𝑡
) (2) 

where tf(t,d) represents the count of term t in document d. N represents the total document number and 

n represents documents containing term t. 

Our data is shuffled to make the classification performance more generalizable, reduce the variance and 

avoid model overfitting. The data is split into 80:20 ratio, where 80% is for training the model and 20% 

for testing it. 

3.6 Classification Methods 

In SA, ML classifiers have been utilized in diverse research groups for text classification. These various 

classifiers have provided different results depending on the applied case study. The ML model could be 

used for predicting what will happen in the future, learning something from the data or for both uses. 

First, a good training algorithm is needed to solve the optimization issues and store and process a 

considerable amount of data. Second, the representation and algorithm solutions for inference must be 

efficient and effective whenever the model has been properly trained and learned. A learning algorithm's 

reliability refers to how consistently it produces accurate results over time, even when presented with 

new data. A reliable algorithm can be trusted to make accurate predictions, even in situations where it 

has not encountered similar data before. In ML, it is not enough to have a model that can make accurate 

predictions; it is also important to have a model with a reliable learning algorithm that can continue to 

provide accurate results as new data becomes available. This is why it is essential to prioritize the 

reliability of the learning algorithm, even if it means sacrificing some computational resources, such as 

space and time [47]. 

All of the ML classifiers that have been covered up to this point produce incredible results across various 

scenarios, whether they involve SA or other ML context issues. Selecting the best classifier for a given 

scenario can be a complex and subjective process, as it depends on various factors, such as the size and 

nature of the dataset, the specific goals of the classification task and the desired number of classes. While 

a classifier with good performance may seem like the obvious choice, it is not always the case that its 

performance will remain consistent throughout the training process or when applied to different datasets. 

Therefore, it may be necessary to consider multiple classifiers and evaluate their performance on the 

given dataset through experimentation and statistical analysis. A hypothesis could be formulated based 

on prior knowledge of the dataset or similar classification tasks, but ultimately, the best classifier must 

be determined empirically. It is important to note that there is no one-size-fits-all solution for selecting 

a classifier and the choice should be based on the specific requirements and constraints of the 

classification task. For that purpose, eight different classifiers will be evaluated side-by-side to check 

the most accurate one in solving the SA problem in this study. This sub-section will describe the primary 

classifiers utilized during this work. These classifiers include K-Nearest Neighbor (KNN), Random 

Forest (RF), Decision Tree (DT), Logistic Regression (LR), Naïve Bayes (NB), XGBoost, AdaBoost 

and Multi-layer Perception (MLP) classifiers. 

3.6.1 KNN 

KNN is an essential ML classifier that uses instance-based learning. Text classification uses similarity 

measurements, which figure out how similar two points are by estimating their distance, proximity or 

clustering function [48]. In KNN, all training documents are saved and the calculations are postponed 

up to the classification stage [49]. KNN assigns a class based on the categories of the top neighbors of 

the labeled samples in the training set for each test document. The closer neighbors with the same 

category are, the more likely the prediction will be correct [50]. 

3.6.2 RF 

RF is an ensemble classifier that uses bootstrapping and bagging to train several decision trees 

simultaneously [51]. When using an RF classifier, the final prediction is based on the most commonly 

observed class of objects and this method is called bagging [52]. A large number of predictors 

necessitates a lot of planted trees. Individual decision trees can be randomly decorated in various ways; 

for example, by selecting random features or data sub-sets [53]. To avoid overfitting problems that can 
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occur with individual decision trees because of their tremendous flexibility, RF uses many decision trees 

on a complex random sub-set of variables to create an effective solution [54].  

3.6.3 DT 

DT is an ML classification algorithm that works like a hierarchical tree. It utilizes attribute value 

constraints to split the training data into a few parts and uses different tests to display the tree branch. 

Each branch slope from the node matches the feature value. A DT works well, as the text-classification 

model does not have many features, but it is tough to make a classifier when there are a lot of features 

[55].

3.6.4 LR 

LR is considered one of the most prevalent approaches to ML classification [56]. It does this by 

employing the concept of probability for a single test result by utilizing a logistic function in which the 

resulting probability might be either 1 or 0 [57]. This methodology has been implemented in various SA 

research studies [40]. For this reason, it is deemed to be one of the ML classifiers to be evaluated in the 

classification problem conducted by this research. 

3.6.5 NB 

NB algorithm is one of the most straightforward examples of a probabilistic classifier [58]. The training 

documents estimate a class-conditional document distribution, while Bayes’ rule is used to get an 

estimate for test documents. The documents themselves are represented by their words. Furthermore, 

Naive Bayes may be better than discriminative classifiers for small sample sizes of data, because it has 

a built-in regularization that makes this method less likely to overfit [59]. 

3.6.6 XGBoost 

Extreme gradient boosting, further called XGBoost, is a powerful ML algorithm that utilizes a gradient-

boosting framework to train ensemble models. It works by iteratively adding decision trees to the 

ensemble, with each new tree correcting the errors of the previous ones, ultimately leading to a more 

accurate prediction [60]. XGBoost also includes several regularization techniques to prevent overfitting 

and improve model performance. 

3.6.7 AdaBoost 

AdaBoost is the first functional boosting classifier suggested by Freund [61]. It combines multiple base 

classifiers, usually decision trees, to build an accurate classifier. It invokes a weak classifier and provides 

various training data distributions for each call. The classifier can remove unnecessary features in the 

training data so that important features are used in the training process. AdaBoost has been utilized in 

various application studies [62] and has been deemed suitable for the comparative results of this study. 

3.6.8 MLP 

The MLP is an artificial neural-network architecture, which is probably the most widely used for 

classification and regression today [63]. MLPs are feed-forward neural networks usually made up of 

several layers of nodes that only connect in one direction and are usually trained by backpropagation 

[64]. 

3.7 Performance Metrics 

The performance evaluation measures that are discussed in this research include, Accuracy (Acc.), 

Precision (Pr.), Recall (Re.), F1 score and Matthews Correlation Coefficient  (MCC). These metrics are 

defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐. ) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
(3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑟. ) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

        (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅𝑒. ) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

        (5) 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2𝑥 
𝑃𝑟. 𝑥 𝑅𝑒.

𝑃𝑟. +𝑅𝑒.

        (6) 

𝑀𝐶𝐶 =  
𝑇𝑃 𝑥 𝑇𝑁 − 𝐹𝑃 𝑥 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)𝑥 (𝑇𝑃 + 𝐹𝑁)𝑥(𝑇𝑁 + 𝐹𝑃)𝑥(𝑇𝑁 + 𝐹𝑁)

        (7) 

TP, FP, TN and FN stand for true positive, false positive, true negative and false negative, respectively. 

4. EXPERIMENTAL RESULTS

All classifiers were subjected to two separate experiments: in the first one, the data was imbalanced and 

in the second one, the imbalanced data was addressed and handled using SMOTE. Table 2 shows the 

evaluation metrics, including accuracy, precision, recall, F-score and MCC, before applying SMOTE. 

Table 2. Results of ML models before applying SMOTE. 

Model Class Precision Recall F-Score Accuracy MCC 

KNN 

0 0.76 0.69 0.72 

0.80 0.571 1 0.83 0.87 0.85 

Macro avg. 0.79 0.78 0.78 

RF 

0 0.95 0.92 0.93 

0.95 0.894 1 0.95 0.97 0.96 

Macro avg. 0.95 0.94 0.95 

DT 

0 0.89 0.92 0.90 

0.93 0.847 1 0.95 0.94 0.94 

Macro avg. 0.92 0.93 0.92 

LR 

0 0.96 0.95 0.95 

0.97 0.928 1 0.97 0.98 0.97 

Macro avg. 0.97 0.96 0.96 

NB 

0 0.85 0.86 0.85 

0.89 0.762 1 0.91 0.91 0.91 

Macro avg. 0.88 0.88 0.88 

XGBoost 

0 0.93 0.83 0.88 

0.91 0.816 1 0.91 0.96 0.93 

Macro avg. 0.92 0.90 0.91 

AdaBoost 

0 0.88 0.54 0.67 

0.80 0.572 1 0.78 0.96 0.96 

Macro avg. 0.83 0.75 0.76 

MLP 

0 0.97 0.97 0.97 

0.98 0.956 1 0.98 0.98 0.98 

Macro avg. 0.98 0.98 0.98 

In the first experiment, it can be shown that MLP and LR performed superiorly to all of the other ML 

classifiers in terms of accuracy, with scores of 0.98 and 0.97, respectively. Besides that, RF, DT and 

XGBoost followed with scores of 0.95, 0.93 and 0.91, correspondingly. Regarding the models on the 

left side, NB obtained the highest accuracy, which was 0.89, followed by KNN and AdaBoost, with the 

lowest accuracy of 0.80. In addition to accuracy, the MCC has been recognized in the literature as a 

comprehensive performance evaluation for binary-classification issues, especially true when using 

imbalanced and balanced datasets as an evaluation criterion. In this regard, the MCC scored the most 

for MLP with a value of 0.956, followed by LR with 0.928. However, the score had the lowest for 

AdaBoost and KNN, with values of 0.572 and 0.571, respectively. 

Next, the same classifiers were applied again after balancing the distributed dataset using SMOTE. This 

experiment was carried out to demonstrate how SMOTE can improve the performance of classifiers 

after they have been applied to an imbalanced dataset. As they are involved here, earlier employed 

evaluation measures can also be found in Table 3. 
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Table 3. Results of ML models after applying SMOTE. 

Model Class Precision Recall F-Score Accuracy MCC 

KNN 

0 0.62 0.99 0.76 

0.69 0.423 1 0.97 0.40 0.57 

Macro avg. 0.79 0.69 0.66 

RF 

0 0.95 0.96 0.96 

0.96 0.910 1 0.96 0.95 0.96 

Macro avg. 0.96 0.96 0.96 

DT 

0 0.95 0.94 0.94 

0.94 0.884 1 0.94 0.95 0.94 

Macro avg. 0.94 0.94 0.94 

LR 

0 0.97 0.97 0.97 

0.97 0.944 1 0.97 0.97 0.97 

Macro avg. 0.97 0.97 0.97 

NB 

0 0.86 0.91 0.89 

0.88 0.767 1 0.91 0.85 0.88 

Macro avg. 0.88 0.88 0.88 

XGBoost 

0 0.95 0.90 0.92 

0.93 0.853 1 0.90 0.95 0.93 

Macro avg. 0.93 0.93 0.93 

AdaBoost 

0 0.92 0.59 0.72 

0.77 0.577 1 0.70 0.95 0.80 

Macro avg. 0.81 0.77 0.76 

MLP 

0 0.99 0.98 0.99 

0.99 0.970 1 0.98 0.99 0.98 

Macro avg. 0.99 0.99 0.99 

For the following experiment, it can be observed that the best performance was attributed to MLP with 

0.99 accuracy, followed by LR, RF, then DT with accuracies of 0.97, 0.96 and 0.94, respectively. Worst 

accuracy performance was attributed to AdaBoost with 0.77, then KNN with 0.69. As for MCC results, 

MLP was the highest classifier with 0.97, followed by LR with 0.944, then RF with 0.910. The worst 

MCC performance was observed at 0.423 in KNN classifier. It is indicated from the results that some 

classifiers’ accuracies have improved after SMOTE was applied to the imbalanced dataset. At the same 

time, some classifiers’ performance has degraded. Still, it is confirmed that MCC across all classifiers 

has improved, which shows the suitability of SMOTE in performance evaluation after balancing the 

dataset. 

4.1 Comparative Analysis 

This sub-section compares the accuracy and MCC values of the results for all ML classifiers before and 

after using SMOTE. The comparison is illustrated in Figures 5 and 6, respectively. 

It is observed that accuracy and MCC are among the most important measures used to evaluate the 

performance of ML classifiers. Based on the analysis and the analyzed case in this research, it is evident 

that when the SMOTE technique was applied, the performance of four of the classifiers increased: RF 

from 0.95 to 0.96, DT from 0.93 to 0.94, XGBoost from 0.91 to 0.93 and MLP from 0.98 to 0.99. With 

0.97, only LR kept its accuracy before and after SMOTE. However, the remaining three ML classifiers, 

Adaboost, KNN and NB, did not demonstrate any gain in accuracy. These results indicate the suitability 

of the SMOTE technique in terms of accuracy. However, another important measure, MCC introduced 

in the literature, is more robust and trustworthy than balanced accuracy in F1 score and binary 

classification analysis [65]. The MCC data shows that most classifiers exhibited an increase after 

implementing SMOTE, with the most significant improvement reported for MLP 0.97 MCC score, 

followed by LR 0.944 MCC score. The MCC scores for RF, DT and XGBoost are 0.91, 0.884 and 0.853, 

respectively. Only the AdaBoost classifier showed a minor gain in the MCC score, bringing it to 0.577. 

However, the MCC score of the KNN classifier decreased after applying SMOTE, which is also 

consistent with accuracy. 

Figure 7 shows the ROC curve analysis for applied ML models. The results show that MLP, LR and RF 

have the highest AUC-ROC values, with values of 0.987, 0.988 and 0.987, respectively. These results 
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indicate that these models are more accurate and reliable in predicting the target variable. The KNN 

model has an AUC-ROC value of 0.863, lower than the other three top-performing models. This 

suggests that the KNN model may not perform as well in specific scenarios where the other models are 

better suited. The NB and DT models have lower AUC-ROC values of 0.936 and 0.927, respectively. 

These values are lower than for the top-performing models, indicating that these models may not be as 

accurate in predicting the target variable as the others. Lastly, Adaboost and XGB models have AUC-

ROC values of 0.865 and 0.965, respectively. While the AUC-ROC value for Adaboost is lower than 

most other models, the XGB model has a relatively high AUC-ROC value, suggesting that it may be a 

good alternative to the top-performing models.   

Overall, the AUC-ROC values give a good indication of the relative performance of each classification 

model and can be used to guide our choice of the best model for our specific classification problem. 

        Figure 5. Comparative analysis of accuracy           Figure 6. Comparative analysis of MCC before 

before and after applying SMOTE.   and after applying SMOTE. 

Figure 7. ROC curve analysis for applied ML models. 

4.2 Result Discussion 

In the classification of Russian aggression in Ukraine-related discussion on Twitter, it is evident that 

most basic ML classifiers improved their performance, which was confirmed by measuring the MCC 

score as identified in the literature to be one of the best approaches for classification problems, 

particularly when data is balanced utilizing techniques, such as SMOTE. The only classifier not 

enhanced by the used approach was the KNN classifier, validated by the MCC score and the accuracy 

result. Even so, the KNN algorithm performed far higher when the data was imbalanced than when the 

data was balanced. This demonstrates that despite the promise of data-balancing methodologies, their 

application in producing a balanced dataset could not always be applicable across all ML classifiers. As 

a result, it is worthwhile to investigate the possibility of determining the performance of these various 

classifiers by employing additional data-balancing methods to evaluate and compare their performance. 

In this study, the numerical results obtained from the ML models should be discussed to provide insights 

into the performance of the models. The results presented in Table 1 and Table 2 show the performance 

of the models before and after applying SMOTE, respectively. Before applying SMOTE, the RF and 
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MLP models had the highest precision, recall, F-score, accuracy and MCC values, indicating that they 

performed the best among the models. After applying SMOTE, the RF and MLP models still had the 

highest values for most of these metrics, indicating that they continued to perform well even after the 

dataset was balanced using SMOTE. 

In contrast, the KNN and AdaBoost models had lower performances before applying SMOTE, with 

lower precision, recall, F-score, accuracy and MCC values. After using SMOTE, these models showed 

some performance improvement, but did not perform as well as the RF and MLP models. The DT and 

NB models had moderate performances before and after applying SMOTE, with relatively consistent 

values for most metrics. These results can be discussed regarding the strengths and weaknesses of the 

different models and how well they handled the imbalanced dataset. Additionally, the implications of 

these results for the problem being addressed in the study can be discussed, including any 

recommendations for selecting a model or improving the performances of the models. 

Table 4. Comparison with existing Twitter sentiment classification methods. 

Reference Twitter Sentiment Classifier Accuracy (%) 

[66] 2018 RNN-Capsule 91.6% 

[67] 2019 Hybrid CNN-LSTM model 91% 

[68] 2021 ConvBiLSTM model 91.3% 

Our best model MLP 98% 

Table 4 provides a comparison of the performance of the proposed MLP model with those of three 

existing Twitter sentiment classification methods. The table reports the accuracy of each method as a 

percentage. It can be observed that the proposed MLP model outperforms the existing methods, 

achieving an accuracy of 98%. In contrast, the existing methods report 91% to 91.6% accuracy. The 

comparison of the proposed MLP model with the current methods demonstrates the effectiveness of the 

proposed approach in classifying Twitter sentiments. The MLP model outperforms the existing methods 

by a significant margin, indicating that the proposed approach can improve the accuracy of Twitter 

sentiment classification. However, it is essential to note that the comparison is limited to the reported 

accuracy metric. Other evaluation metrics, such as precision, recall, F1 score and ROC-AUC, should 

also be considered to evaluate the proposed method comprehensively. Overall, the results in Table 4 

suggest that the proposed MLP model is a promising approach for Twitter sentiment classification and 

can provide improved accuracy compared to existing methods. 

5. CONCLUSION

In this study, sentiments about war during the Russian aggression in Ukraine have been analyzed. This 

study achieved two goals: the uniqueness of the collected data and ML to categorize the tweets’ 

sentiments. The first goal was to collect the dataset by searching for the most popular hashtags about 

aggression. The second goal was to place the collected tweets into categories using several well-known 

ML models. The most basic ML classifiers improved their performance, confirmed by evaluating the 

MCC score, which is known in the literature as one of the best ways to solve classification problems, 

especially when data is balanced using techniques like SMOTE. Also, it was demonstrated that data-

balancing techniques would not guarantee that all classes could perform better. Nevertheless, the data-

balancing approach must be tested and compared using different ML classifiers and SA evaluation 

datasets.  

The prediction of sentiment analysis on Russian aggression in Ukraine using ML models has significant 

implications for the academia. Firstly, it can enhance our understanding of the social and emotional 

aspects of aggression, particularly the sentiments of those affected by it. By predicting sentiment trends 

over time, researchers can identify patterns in public opinion and gain insights into the underlying causes 

and factors that contribute to positive or negative sentiments. 

Secondly, using ML models for sentiment analysis can provide a more accurate and efficient analysis 

of large volumes of data. Traditional manual sentiment-analysis methods can be time-consuming and 

subjective, leading to potential biases and errors. ML models, on the other hand, can analyze large 

datasets in real time, providing quick and accurate results. 

Furthermore, using ML models for sentiment analysis can provide valuable insights for policymakers 
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and decision-makers. Policymakers can develop more effective conflict-resolution and peace-building 

strategies by identifying potential sources of tension and aggression escalation. Moreover, ML models 

can help determine the effectiveness of propaganda and messaging campaigns used by the parties 

involved, which can aid in designing more effective messaging strategies. 

On the other hand, there are several limitations to consider in the study. Firstly, shortened links and 

multimedia content were not considered, leading to underestimating Russian propaganda and other 

sources. Secondly, the study relied on a distant-supervision approach rather than manual verification, 

which could introduce errors and biases. Additionally, the method used to assess the amount of removed 

content was imperfect and did not allow for the exact reasons for removal. The study did not account 

for the activity of automated accounts that could spread misinformation. 

In summary, the prediction of sentiment analysis on Russian aggression in Ukraine using ML models 

can advance our understanding of the conflict’s social and emotional aspects, provide an accurate and 

efficient analysis of large volumes of data and aid policymakers in developing more effective conflict-

resolution strategies. As such, it is an important area of research for the academia. 

In the future, the current research can be expanded by incorporating deep-learning classifiers, exploring 

various feature settings, experimenting with different data-balancing techniques and conducting more 

predictive analysis research on both the SA dataset presented here and other benchmarking datasets from 

the research literature. These future works have the potential to enhance our technical understanding of 

ML and its configurations and parameters and provide us with deeper insights into the performance of 

ML models in sentiment-analysis tasks. By further exploring these avenues, we can better understand 

the strengths and limitations of different ML algorithms and techniques and identify more effective ways 

to optimize their performance. Overall, these future works will help advance the field of ML and its 

application in sentiment analysis and open up new avenues for future research. 
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 ملخص البحث:

ملثثثثثير"تثثثثث  ن "ر ثثثثث  رتبحثثثثثّراسة فا ثثثثثير ثثثثثعراس بهبثثثثثيراسنثثثثثعرمب ثثثثث ر  ثثثثث راس  ثثثثث  رمثثثثث ر  ثثثثث م   ر

يرفع ثثثثثب رملثثثثثير ع  ا بثثثثث  ر   ثثثثثة  رحثثثثث س .رعحققثثثثثّراسة فا ثثثثثير  مثثثثثب مر قثثثثثةر   ثثثثثّر  ل  ثثثثث   

رملثثثثثير    ثثثثث رملثثثثثير ح  ثثثثثب راس  ثثثثث  .ر   ثثثثث را ثثثثثن ة ّرت لصثثثثث راغسثثثثثيرسنًثثثثث برراسن ى  ثثثثثةا ر  ثثثثث   

ثثثثثثة ر ع ثثثثثثبيرعقثثثثثثةر     الأع  ا بثثثثثثير-اسة فا ثثثثثثيرأ ثثثثثثث شر  اثثثثثث ر"اس  رثثثثثثن    "رم قثثثثثثي ر ثثثثثث سح يراس  

ر ثثثثث ر  ثثثثث رتح رملثثثثثيرا ثثثثثن ةا رمثثثثثةش  سّ ثثثثثير  سة فا ثثثثثي.ر ثثثثث س رم ل ثثثثث ة ثثثثثةر ث  مثثثثثيراسبب  ثثثثث  راس  ك 

ر  ر   ذجرت لص راغسير ىبيرت ظب راسن ى  ةا ر عر ث  منب .

رعقثثثثثثةر ب ر ر  سببثثثثثثير تًثثثثثث   ه  رت لصثثثثثث راغسثثثثثثيراس  ثثثثثثن ة ير   ثثثثثثّرذا رشق ثثثثثثي   ثثثثثثّراس  نثثثثثث ة راسن ث  ببثثثثثثير ت 

را ثثثثثثن اتبثب  ر  ا  ثثثثثثير ملثثثثثثيرم ثثثثثثةرا ثثثثثثن ةا ر ث  مثثثثثث  ر ب  ثثثثثث  ر ن ا  ثثثثثثي.ر  ر   ثثثثثثحرات  ثثثثثثير ت  لّ 

ثثثث  رملثثثثير ق ف ثثثثيرتلثثثث ر ثثثثلب راس   ر ل  ثثثث ر  س  ث مثثثثيرذات ثثثث .رسثثثث ار ثثثث ترلّر ثثثثة ر ثثثث رت س اسبب  ثثثث  رسثثثث رت تثثثث س

الّ ثثثثثثن اتبثب  راس  ثثثثثثن ة يرس  ا  ثثثثثثيراسبب  ثثثثثث  ر ثثثثثثعرتحلبثثثثثث راس  ثثثثثث م  ر   ثثثثثثن ةا رت لصثثثثثث راغسثثثثثثي ر

رعا ع ر  راس     .رعذس رمب را ن ةا ر ً   ه  ر  ا رعا نب ف  ر عر ةىر
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