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ABSTRACT 

Text readability is one of the main research areas widely developed in several languages, but it is highly limited 

when dealing with the Arabic language. The main challenge in this area is to identify an optimal set of features 

that represent texts and allow us to evaluate their readability level. To address this challenge, we propose in this 

study various feature selection methods that can significantly retrieve the set of discriminating features 

representing Arabic texts. The second aim of this paper is to evaluate different sentence-embedding approaches 

(ArabicBert, AraBert and XLM-R) and compare their performances to those obtained using the selected 

linguistic features. We performed experiments with both SVM and Random Forest classifiers on two different 

corpora dedicated to learning Arabic as a foreign language (L2). The obtained results show that reducing the 

number of features improves the performance of the readability-prediction models by more than 25% and 16% 

for the two adopted corpora, respectively. In addition, the fine-tuned Arabic-BERT model performs better than 

the other sentence-embedding methods, but it provided less improvement than the feature-based models. 

Combining these methods with the most discriminating features produced the best performance. 
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1. INTRODUCTION

Arabic is one of the most used languages in the world. It is used by more than 400 million people1 and 

is the official language of more than 20 countries. Arabic-language processing has attracted much 

more interest during this century. Many studies have focused on different aspects of Arabic-language 

processing, such as morphological analysis, resource construction, machine translation, sentiment 

analysis and readability assessment [1][2][3]. This last field of research (readability assessment), 

which is widely investigated in several other languages, represents an emerging field of research for 

Arabic. 

Readability refers to the ease with which a reader can understand a written text. It can be assessed 

using a supervised learning approach, which is one of the most successful branches of Machine 

Learning (ML). This consists of training a predictive model using a set of data samples that are 

represented by a number of linguistic features [4]. These vectors are labeled with their classes, which 

correspond in the case of readability to the difficulty level of the text. 

More recently, deep neural networks have been proposed to predict readability of texts in languages 

with large linguistic resources, such as English [5]. Although the model performance improves when 

the training corpora are enriched with additional data, this approach is not always adopted given that 

the readability annotation is time-consuming and has a high cost. An alternative approach to improve 

the prediction-model performance is to represent the text as embedded vectors using neural models. 

The latter learn semantics at the sequence level by considering all words in the document. 

On the other hand, despite the advantages of ML-classification models that use a variety of linguistic 

features motivated by the language, they still suffer from several challenges [6]. Indeed, the use of 

relevant features to represent a text represents a great challenge [7]. Researchers are currently 

interested in developing solutions that extract the most discriminating features from the vectors that 

1 https://www.internetworldstats.com/stats7.htm (last visited on 09/10/2022) 

mailto:berrichi.safae@gmail.com
mailto:berrichi.safae@gmail.com
https://www.internetworldstats.com/stats7.htm
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represent the original texts. Feature selection is one of the methods used to overcome such a problem. 

This method consists in selecting the relevant features and eliminating the irrelevant or redundant ones 

[8]. Representing a text with the most discriminating features can improve the performance by 

increasing the generalization ability and the classification accuracy. 

The contributions of this research can be summarized as follows. First, we identify subsets of the most 

relevant linguistic features used in Arabic text-readability measurement. Thus, we examine different 

feature-selection methods, individually and in combination, to determine their impacts on readability 

prediction models and to identify the optimal feature vector that achieves good performance. A second 

contribution aims to evaluate various sentence-embedding approaches, such as AabicBert, AraBERT 

and XLM-R. So, we first develop a readability-measurement model based entirely on one of these 

embedding approaches. Then, we develop a model that combines these embedded vector 

representations with different linguistic feature sets selected and judged relevant in this study. 

To validate whether the obtained conclusions are independent of the used corpus, we evaluated our 

first experiments on two corpora. The first one, composed of 321 texts, was collected from the 

Aljazeera- Learning website2 for learning Arabic and the second, consisting of 278 texts, was collected 

from the GLOSS platform3 whose texts were developed by the Defense Language Institute Foreign 

Language Center4 considered to be one of the top foreign language schools. 

The remainder of this paper is structured as follows. Section 2 provides the general background related 

to readability-measurement techniques and feature-selection methods. Section 3 describes the basic 

concepts of feature selection and the most popular associated techniques adopted in this work. In the 

same section, the dataset used in this study, as well as the initial feature vector, are described. Section 

4 presents the feature-selection results based on an ML approach, while deep-learning-based results 

are represented in Section 5. The last section is devoted to the conclusion and some thoughts on future 

work. 

2. RELATED WORK 

In the field of text-readability classification, many features have been used. However, few works have 

focused on identifying relevant features representing a document. In this section, we review recent 

work on measuring the readability of Arabic foreign language (L2) texts that focuses on linguistic 

features, as well as those that instead of linguistic features use the raw embedding of the input text. We 

also review studies related to techniques for selecting the most discriminating features. 

2.1 Readability Assessment Early Approaches 

In 2014, Forsyth described in his thesis [9] a system that consists of automatically predicting the 

readability of Modern Standard Arabic (MSA). The study is based on a corpus retrieved from the 

GLOSS platform and consisting of 179 texts. He incorporated lexical and morphological features in 

the model-generation process. In total, he generated a high-dimensional vector containing 162 

features. Based on a cross-validation, he reported a maximum F-score value of 0.78 for three classes 

(easy, medium and difficult). In the same year, the authors of [10] described a study to evaluate 

whether a given text is suitable for an MSA learner as L2 using their own corpus. They focused on the 

vocabulary content of learners’ programs and texts, as well as other word-related features. The model 

achieved an accuracy of about 60%. This study adopted a vector that was significantly less 

voluminous than Forsyth’s (10 features). 

Saddiki et al. conducted a study in 2015 [11] in which they evaluated the usefulness of lexical and 

morphological features for predicting readability. They gathered a corpus from the GLOSS platform 

consisting of 251 texts and compiled 35 low-complexity features in order to establish a baseline for 

future research on readability assessment. Their findings suggest that a small set of easily calculable 

features might be indicative of the reading level of a text. They reported a maximum accuracy of 

73.31% and a maximum F-score of 0.73. Their F-score value is close to the value obtained by Forsyth 

(0.78) using only 35 features instead of the 165 features used by Forsyth. 

                                                 
2 https://learning.aljazeera.net/en (last visited 09/10/2022) 
3 https://gloss.dliflc.edu/ (last visited 09/10/2022) 
4 https://www.dliflc.edu/ (last visited 09/10/2022) 

https://learning.aljazeera.net/en
https://gloss.dliflc.edu/
https://www.dliflc.edu/
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The same authors conducted a study in 2018 [12] in which they used 146 features based on a GLOSS 

corpus composed of 576 MSA texts. Their best results reached 72.4% and 0.61 in terms of accuracy 

and F-score, respectively. These performances are lower than those obtained by the two previous 

works [9], [11]. In the same period, Nassiri et al. presented a study [13] in which they gathered a 

GLOSS corpus comprising 230 texts. They introduced a set of 170 features to represent a text. They 

reported an F-score of 0.9 when testing on the training data. This study suffers from a lack of 

generality, since the authors report results obtained by testing on the training data. Thus, these results 

are not comparable to the performances of the previously mentioned studies that reported evaluation 

results based on the use of conventional training and testing corpora practices. Finally, in 2021, Nassiri 

et al. presented a study [3] in order to identify a smaller set of features that could provide good 

readability-prediction accuracy. They eliminated features having low predictive weights, to end up 

with 76 relevant features and obtain an accuracy score of 86.15% on the test data. 

Concerning the evaluation of readability in other fields besides education, we have some works on 

health texts’ readability. In 2018, Al-Aqeel et al. [31] presented a study to assess the readability of 

written medicine information in terms of both vocabulary use and sentence structure. They assessed 

readability according to three difficulty levels (easy, intermediate and difficult) for 4,476 sentences. 

Looking to assess the quality and readability of the Arabic health information about COVID-19, in 

2021, Halboub et al. [32] evaluated a set of websites. They concluded that practically all of the Arabic 

health information available on COVID-19 is not easily readable and understood by the general 

Arabic-speaking population. In 2022, Jasem et al. [33] conducted a study with the goal of evaluating 

Arab websites dedicated to breast cancer and recommended ways of improving engagement and 

access to health information. The results led them to conclude that, in general, the readability scores 

indicate that the websites are above the recommended reading level. 

Most of these health-data dedicated studies are using traditional readability formulae (calculating 

reading scores) to evaluate the difficulty levels instead of machine-learning approaches and this is due 

to the limitation of unavailability of annotated data in this field to train supervised models. 

2.2 Deep-learning-based Readability Assessment 

In most state-of-the-art studies, researchers continue to opt for statistical ML techniques. These 

approaches are the most appropriate ones given the lack of large annotated corpora for readability and 

since large amounts of data are generally required to successfully use deep-learning architectures that 

use text embedding as input. As a result, studies based on these techniques are scarce for Arabic. In 

this sub-section, we will review some recently published works based on these new techniques. 

In languages for which large amounts of data exist, readability-prediction techniques based on deep- 

learning models are emerging, unlike other languages such as Arabic, focusing on the English 

language, Deutsch et al. [5].  More recently, Lee et al. reported a study [15] based on the same concept 

of augmented deep-learning by combining linguistic features with transformers. They reported results 

supporting the hypothesis that the use of hand-crafted features improves the performance of deep- 

learning models on smaller datasets. 

Concerning the Arabic language, the works are even scarcer. In 2021, Khallaf et al. [16] presented an 

approach to predict the difficulty of MSA sentences. They compared the performance of different 

types of sentence embedding (fastText, mBERT, XLM-R and Arabic-BERT) and compared them to 

traditional linguistic features, such as PoS tags, dependency trees, readability scores and frequency 

lists for language learners. Their best results were obtained using Arabic-BERT. They reported 

results with macro-averaged F-1 of about 0.80 and 0.75 for the Arabic-Bert and XLM-R readability 

classification, respectively. 

2.3 Feature Selection 

The complexity of natural languages calls for textual feature vectors with high dimensionality. The 

latter makes the classification process considerably difficult [17] and is therefore considered one of the 

main challenges in this field. 

Feature selection has been addressed in many studies. The objective of these studies is to improve the 

performance of the models and to provide faster and less complex models. This is performed by 

selecting subsets of features from high-dimensionality feature sets. The authors in [18] examined the 
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effect of some feature-selection methods; namely, Information Gain [19], Correlation [20], SVM 

selection, Gini index and Chi-Square [21] and their combinations on the performance of the SVM 

classifier for sentiment analysis in dialectal Arabic. The results of this study show that the SVM 

classifier achieved the best performance when the SVM selection method was used. On the other hand, 

the SVM classifier performed better when the two methods “correlation and SVM selection” were 

combined consecutively. 

Similarly, Elhassan et al. [22] studied the impact of using the Information Gain and the Chi-Square 

selection techniques on the performance of Arabic-text classification models based on the Naïve Bayes 

and the SVM classifiers. The tests performed showed that both feature-selection techniques improve 

the performance of the models and that the Information Gain technique produces the best results. 

A comparative study between some feature selection methods adopted to categorize Arabic texts was 

reported by [23]. In addition, an adjustment was carried out to the feature-selection approaches by 

grouping the selected methods (Term Frequency Inverse Document Frequency “TF-IDF”, Chi-Square 

and Information Gain). Furthermore, a new method was proposed to select the most appropriate 

features. This method is based on semantic fusion and multiple words (SF-MW) to construct the 

features. The combination of the adopted feature-selection methods yields better results than the 

individually selected methods. Thus, the proposed SF-MW feature-selection method is promising, 

because it reduces features and achieves a better classification accuracy. 

Based on the review of many previous studies related to readability prediction of Arabic texts (sub-

section 2.2), we notice that most of these studies have focused on the evaluation of different classifiers 

on MSA texts, using a determined set of features. The relevance of the features that compose the 

readability-prediction vectors in Arabic has been addressed, to our knowledge, only recently [3], [16]. 

Table 1 summarizes the set of Arabic readability-assessment studies that we have reviewed in this sub-

section. The summary contains the distribution of the features categories (discussed in sub-section 3.3) 

in each study, the feature-selection method adopted (if it exists) and the used classifier(s). From these 

sets, we have chosen 70 features that we can implement based on the available tools and resources. 

Table 1. Arabic readability-assessment studies. 

Study Features RTF MF PDF FLF PBF Selection method Classifier 

(Forsyth, 

2014) [9] 

 

162 ✓ ✓ ✓ ✓ ✓ – TiMBL [34] 

(Cavalli-Sforza 

et al., 2014)[10] 

10 ✓ ✓ ✓   – K-means 

(Saddiki  et  al., 

2015) [11] 

35 ✓ ✓ ✓ ✓  – Random Forest, 

SVM,...etc. 

(Nassiri   et   al., 

2017) [13] 

170 ✓ ✓ ✓ ✓ ✓ – Random Forest, 

SVM,...etc. 

(Saddiki  et  al., 

2018) [12] 

146 ✓ ✓ ✓ ✓ ✓ – Random Forest, 

SVM,...etc. 

(Nassiri  et  al., 

2021) [3] 

76 ✓ ✓ ✓ ✓ ✓ Correlation Random Forest, 

SVM,...etc. 

(Khallaf  et  al., 

2021) [16] 

5 ✓  ✓   Recursive Feature 

Elimination 

Random Forest, 

SVM,...etc. 

3. METHODS AND TOOLS 

In this section, we will present the methods that we have adopted to address the problem of the 

suitability of the linguistic features used to assess the difficulty of a text and the impact of using 

sentence embedding with/without incorporating these features. We will also present the algorithms 

used to build the readability-prediction models and the used evaluation metrics. The data we have used 

in this study is also described in this section. 

3.1 Relevant Feature-selection Methods 

To overcome the problem of the usefulness of feature vectors used as input in a classification task, it is 
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usually recommended to use specific methods. This leads to enhanced training performance in some 

instances. These methods are usually divided into feature-extraction methods and feature-selection 

methods. The main distinction between these two categories is that feature-extraction methods 

combine the original features to generate new feature sets, while future-selection methods extract 

feature subsets from the original one. In this study, we will focus on the second category which is 

based on feature-selection methods. These methods are generally divided into three sub-categories: 

filter, embedded and wrapper methods. As illustrated in Figure 1, these methods select a subset of 

features in different manners. 

Figure 1. Process of feature-selection methods. 

Given the wide range of existing feature-selection methods, choosing the best method for a given 

problem is a challenge. Furthermore, using these three different variations in feature selection allows 

us to take advantage of each algorithm that has a particular property and identify the method that 

captures the most discriminating features. In the following, we describe some reference methods that 

have shown successful performance and that we adopted in this study: 

1) Filter methods: these methods are fast, scalable, computationally simple and independent of the

classifier. They allow to ignore the dependencies between the feature selection and the 

classification algorithm. Among these methods, we cite: 

a) Information Gain (IG): a univariate filter that calculates the mutual information for

each attribute and each class. Each feature will be ranked according to its information-

gain value. Basically, the higher is the value, the more informative the feature is.

b) Chi-square: a statistical technique used to determine whether there is a significant

dependence between two categorical variables. The Chi-square test of independence

attempts to determine which of the null hypothesis (independent variables) and the

alternative hypothesis (dependent variables) is valid.

2) Wrapper methods: these methods require a training step to perform the feature selection.

Although these methods are more expensive than filter methods due to their interactions with 

the classifier, they tend to perform better. The common wrapper method used in this study is 

based on recursive feature elimination for support vector machines (SVM-RFE) [24]. This 

method uses the weights of the SVM as a ranking criterion. The concept of SVM-RFE 

consists of training an SVM classifier in an iterative process and then exploiting the weights 

in the SVM solution to select some features and eliminate others. 

3) Embedded methods: the concept of this last category is based on a combination of filter and

wrapper methods. They use classification algorithms with an integrated feature-selection

capability. They are less expensive in terms of computation than wrapper methods. Among

these methods, the inherent features of the SVM (IF-SVM) and Random Forest (IF-RF)

algorithms are adopted in this study.

3.2 Classification   Algorithms 

The Random Forest (RF) algorithm comprises a set of individual decision trees, each one trained on a 
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random subset of the training data. For a classification problem, the final prediction of RF is 

determined by a majority vote of the trees. By applying this method, RF reduces the problem of 

overfitting while maintaining good performance. In addition, it facilitates the interpretation of the 

results, since the features influencing the predictions can be identified and ranked according to their 

importance. 

The SVM is a classification algorithm based on the statistical-learning theory [25]. It can be used for 

both linearly separable and non-linearly separable data. It uses a kernel function to project the input 

data into a high-dimensional space and subsequently determine a weight vector that represents the 

normal hyperplane for performing binary classification with minimal error rate. The kernels used in 

SVMs can be linear or non-linear. Non-linear kernels use the polynomial function or the radial basis 

function (RBF). To the best of our knowledge, the research community generally uses linear kernels to 

select features by SVMs. 

Given the wide use of SVM and RF classifiers in Natural Language Processing (NLP) applications, 

especially in readability measurement, we adopted them to test the effectiveness of our proposed 

approaches. Similarly, since SVM feature selection relies on the linear kernel (IF-SVM), we chose to 

evaluate our models using the same kernel. 

3.3 Data and Feature Description 

In this study, we used MSA educational corpora intended for learning Arabic as L2. The texts of the 

latter are labeled with difficulty levels by experts using the ILR scale [26]. The three levels that we 

used can be interpreted as follows: easy (level 1 and level 1+), medium (level 2) and difficult (level 2+ 

and level 3). These texts are freely available in two different platforms, from which we have collected 

two corpora as follows: 

1) GLOSS-Reading (GR): a corpus collected from the GLOSS platform which offers thousands

of lessons, for independent learners, in dozens of languages, including Arabic. We collected

278 MSA texts annotated according to the three levels of difficulty described above. This

corpus comprises a total of 4,666 sentences and 95,469 tokens.

2) Aljazeera-Learning (AL): Aljazeera website for learning the Arabic language also presents

educational texts. We have collected from this site 321 texts annotated according to the three

levels of difficulty. This last corpus contains 2,442 sentences and 49,345 tokens.

Tables 2 and 3 present in detail the statistics of these corpora according to the three levels of difficulty. 

Table 2. Statistics of GLOSS-Reading corpus. 

Level Texts Sentences Tokens Average Sentence Length 

Easy 66 1,237 11,462 9.26 

Medium 95 1,406 33,264 23.65 

Difficult 117 2,023 50,770 25.09 

Total 278 4,666 95,469 20.46 

Table 3. Statistics of Aljazeera-Learning corpus. 

Level Texts Sentences Tokens Average Sentence Length 

Easy 232 1,277 20,840 16.31 

Medium 54 378 7,646 20.22 

Difficult 35 787 19,859 25.23 

Total 321 2,442 49,345 20.20 

When analyzing these two tables, we can notice that the used corpora suffer from an imbalance of 

data, especially for Aljazeera-Learning corpus. Regarding the average sentence length, calculated in 

terms of the number of sentences divided by the number of words, we conclude that it is a very 

important indicator, since it increases from one level to another for the two corpora. 

Textual features associated with the degree of readability can be simple attributes, such as text length 
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or average word length; or more complex attributes, such as those related to grammatical categories. 

The list of features that we used in this study is inspired from [3]. The authors of this work started with 

170 features and found that some ratio features that are combinations of other existing features and 

some features that have the same value for all the texts are not discriminating for the readability 

prediction task; so they reduced the set from 170 to 76. So, we recompiled many of these features 

based on the PoS (Part of Speech) tags of the MADAMIRA analyzer [27]. In total, we have used a set 

of 70 features. This feature set was organized along two dimensions depending on the depth of 

processing required to extract them: 

1) Raw Text Features (RTF): many formulae using raw- text features have been adopted

and successfully adapted in English and other languages. Their popularity is due to their 

simplicity to compute and understand. In this category, we have chosen three features; the 

number of sentences, the number of words and the number of characters in a text. 

2) Features extracted after morphological analysis: since readability is strongly influenced by

vocabulary and word-level information, providing lexical and morpho-syntactic information at

the word level can improve predictions. Features related to this different morpho-syntactic

information are grouped into a set of sub-categories:

a) Morphological Features (MFs): these represent a sub-category composed of 5 features

based on the distribution of vocabulary in a text. These five features are: the number

of lemmas in the text, the number of stems, the number of frequent lemmas (lemmas

that appear more than once in a text), the number of ambiguous lemmas (lemmas that

have two different PoS tags in the same text) and the number of closed-class tokens5.

b) PoS Dispersion Features (PDFs): these from a sub-category composed of 15 features

extracted from PoS tags which examines the presence of different grammatical

categories in the text (e.g. the number of verbs and the number of nouns).

c) Frequent Lemmas’ Features (FLFs): this subcategory is composed of 10 features

computed on the basis of the frequency dictionary (a dictionary containing the list of

the 5,000 most frequent lemmas in the Arabic language with their morphological

information); for example, the average dispersion of frequent lemmas or the average

rank of frequent lemmas. For this sub-category, a lemma is considered frequent if it

appears in the frequency dictionary.

d) PoS Based Frequency Features (PBFs): this is the largest sub-category in this study,

comprising a total of 37 features. It represents the ratio of individual frequent

grammatical categories (which appear in the frequency dictionary) to words in the

text; for example, the average rank of frequent nouns and the maximum rank of frequent

verbs.

3.4 Adopted Process 

Figure 2 describes the approach implemented in this study. The process is performed in several steps. 

First, we represent each input text by a vector of 70 features. Given the importance of using the most 

discriminating features, we first applied the IG, Chi-square, IF-RF, IF-SVM and SVM-RFE feature-

selection methods on the original vectors (based on the 70 first features). Then, we analyzed and 

compared the different feature sets obtained and subsequently we selected the most discriminating 

ones in the field of Arabic text-readability prediction. The models obtained using the five feature-

selection methods and those obtained using the different combinations were evaluated based on the 

SVM and RF classifiers. Finally, we evaluated the impact of sentence embedding on the performance 

of readability predictions and we combined them with the best linguistic features obtained in the ML-

based experiments. 

3.5 Evaluation Measures 

The performance of our models was evaluated based on the calculation of accuracy and F-score. 

5 a closed-class token is a token that belong to a grammatical category having a finite list such as prepositions 
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These measures are calculated based on the following formulae: 

Figure 2. Adopted process for feature extraction. 

where Precisioni and Recalli represent, respectively, the precision and the recall of the class Ci and n 

represents the number of classes. 

4. STATISTICAL ML-BASED EXPERIMENTS

4.1 Feature Selection Based on the AL Corpus 

The goal of this paper is to select the most relevant features needed to predict the readability of an 

Arabic text. For this purpose, we conducted a set of experiments to examine the impact of the feature-

selection methods discussed in Section 3 on the readability measurement of Arabic texts on the AL 

corpus. This methods rank the 70 features that we adopted in this study by their relevance degree. We 

compared the results of the selected features for each selection method with those obtained by the 

original “BaseLine" classification model (obtained using all the 70 features). Based on several 

experiments, we found that the best performances of all the selection methods are generally obtained 

with the 20 most informative features. The subset selected for each selection method is therefore made 

of the 20 most discriminating features. The parameters use in each selection method are those 
used by default in the scikit-learn library6. For RFE, we used the supervised learning SVM 

6 https://scikit-learn.org/stable/modules/feature_selection.html 
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estimator with kernel type and a 10-value regularization. To select the discriminative features by the 

RF machine-learning model that were trained and tested in both RF and SVM (IF-RF and IF-SVM), 

we kept the same parameters as those used in scikit-learn (the number of trees in the forest is 100 with 

a gini criterion and max_features to be taken into account when searching for the best split being sqrt). 

In the IG method, sklearn.feature_selection.mutual_info_classif was used with the default parameters 

and finally Chi-square sklearn.feature_selection.chi2 was used in the Chi-square method. All of these 

parameters are also retained in the classifiers and the remainder of the experiments to prevent the 

impact of the model parameters on the selection. 

In the remainder of this experiment, we will evaluate the performance of each selected feature set. 

Thus, we adopted a random distribution of the AL corpus into 80% for training and the remaining 20% 

for testing. This distribution is adopted instead of 10-cross validation in order to evaluate the feature 

performances on the same data sets and this prevents the influence of data distribution on the results. 

In order to maintain the proportions of the three difficulty levels, we applied stratified sampling. The 

experiments were performed with both RF and SVM classifiers. 

Table 4. Test results of the different feature sets on the AL corpus. 

Model SVM Classifier RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.46% 63.54% 86.53% 79.17% 

IG 88.46% 83.21% 86.53% 81.49% 

Chi-square 73.07% 63.68% 84.61% 70.15% 

SVM-RFE 90.38 % 86.77% 86.53% 83.24% 

IF-RF 76.92% 72.51% 88.46% 83.21% 

IF-SVM 84.61% 79.91% 86.53% 81.49% 

Table 4 presents the accuracy and F-score of the “BaseLine” model and those of the models 

obtained using the most discriminating features selected by each of the five selection methods (IG, 

Chi-square, SVM-RFE, IF-RF and IF-SVM). 

The results clearly show the relevance of using feature-selection methods in the readability prediction 

of Arabic texts. Indeed, except for the Chi-square method applied with the RF classifier, all the other 

methods perform better than the “BaseLine” model independently of the classifier used. Moreover, the 

selection method based on SVM-RFE reported the best results, since it improved the F-score by more 

than 23% for the SVM classifier and by more than 4% for the RF classifier. The IG and IF-RF 

methods reported the second best results using the SVM and the RF classifiers, respectively. 

Concerning the embedded feature-selection methods IF-SVM and IF-RF, we notice that when these 

methods are embedded in their classification algorithm (IF-SVM with SVM and IF-RF with RF), the 

results are better compared to embedding them in another classification algorithm (e.g. IF-RF with 

SVM). We will exclude, in the rest of this paper, the Chi-square selection method that reported with 

RF classifier results lower than those reported by the “BaseLine” model. 

The four subsets, each one comprising 20 features, generated by the four remaining feature-selection 

methods (IG, SVM-RFE, IF-RF and IF-SVM) are not identical. We thus analyzed these subsets to 

identify the most discriminating features. We initially find that only 39 of the 70 features used in the 

“BaseLine” model appear in these subsets. So, all the selection methods used in this study agreed that 

the remaining 31 features are irrelevant in the readability-prediction process. Moreover, only 24 

features among the 39 are selected by at least two of the four selection methods. The complete list of 

these 24 features, in addition to three other features that we will discuss later, is presented in the 

appendix. We also note that all the five feature categories cited in sub-section 3.3 are present in the 

selected subsets. The dominant category is PBF with nine features, followed by PDF with eight 

features, as shown in the appendix. 

On the other hand, we observe a strong presence of some features, since they appear in at least three of 

the four subsets. For this reason, we generated combinations of these feature subsets to determine the 

most informative ones. Table 5 presents the new subsets of features that result from these 

combinations. 
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Table 5. New feature subsets obtained on the AL corpus. 

Sub-set Reference Features 

Features that appear in at least one of the subsets F∪4methods 39 

Features common to all four subsets F∩4methods 6 

Features that appear in at least three subsets F∩3methods 12 

Features that appear in at least two subsets F∩2methods 24 

Union of the top five features from each subset F∪5best 12 

The six features common to all methods, represented by the F∩4methods model, are illustrated in 

Table 6. Among the six common features, we have the number of lemmas which represents the size of 

the vocabulary and constitutes a feature strongly related to the difficulty of the text. Indeed, the more 

important is the vocabulary, the higher the difficulty of the text is. For the other features (numbers of 

nouns, properNoun and Noun/Open class token), we notice that much of the meaning of a text is in 

their nominal content. 

Table 6. Common features between the four selection methods. 

Features Meaning 

Lemma Count The number of lemmas in a text 

Noun Count The number of nouns in a text 

Adverb Count The number of adverbs in a text 

PropNoun Count The number of proper nouns in a text 

ClosedClassTokensCount The number of closed class words in a text 

Noun / Open Class Token The ratio between nouns and the open class words in a text 

After implementing these combinations between subsets of features (Table 5), we measured their 

impact on the readability prediction using the AL corpus. The performance of the models obtained 

using these subsets is compared with that of the initial “BaseLine” model, as well as with that of the 

SVM-RFE model, which is based on 20 features and produced the best results in the previous 

experiments. The test results are outlined in Table 7. 

Table 7. Results of the different classification models on the AL corpus. 

Model SVM Classifier 
Features 

RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.46% 63.54% 70 86.53% 79.17% 

SVM-RFE 90.38% 86.77% 20 86.53% 83.24% 

F∪4methods 71.15% 64.09% 39 90.38% 86.77% 

F∩4methods 88.46% 83.21% 6 84.61% 79.91% 

F∩3methods 90.38% 86.77% 12 86.53% 84.93% 

F∩2methods 82.69% 78.45% 24 86.53% 81.49% 

F∪5best 92.30% 88.80% 12 88.46% 84.93% 

The results of this second experiment show that some combinations between the subsets obtained by 

the four feature-selection methods lead to better performance regardless of the classifier used. Indeed, 

the SVM classifier applied with the 12 most relevant features of the F∪5best subset outperforms the 

SVM- RFE model that uses 20 features by about 2% in terms of F-score. Thus, this leads us to 

suggest that these features are an indispensable benchmark for predicting readability (for details, see 

the feature set in the appendix). Similarly, for the RF classifier, the F∪5best model performed better 

than the SVM-RFE model. However, the best performance was recorded by the F∪4methods model, 

which combines all the features of the four selection methods. 

4.2 Feature Selection Based on the GR Corpus 

In order to determine whether the conclusions of the previous section remain valid regardless of the 
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corpus used, we examined the performance of the classification models on the GR corpus. The 

clustering of selected features generated the sets reported in Table 8. 

From the selection results on this second corpus, we notice that 47 features from the initial 70 

features were selected, unlike AL which only selected 39 features. The selection methods, based on 

the two corpora, agreed on a subset composed of 29 features. The 24 features that we mentioned in 

the appendix appear in this last subset obtained (composed of the 29 features). 

Table 8. Number of features for the different combinations of the GR corpus. 

Sub-set Reference Features 

Features that appear in at least one of the subsets F∪4methods 47 

Features common to all four subsets F∩4methods 3 

Features that appear in at least three subsets F∩3methods 10 

Features that appear in at least two subsets F∩2methods 20 

Union of the top five features from each subset F∪5best 12 

The performance of the readability-prediction models obtained using the new selected feature sets is 

reported in Table 9.  

Table 9. Results of the different classification models on GR. 

Model SVM Classifier RF Classifier 

Accuracy F-score Accuracy F-score 

BaseLine 63.63% 63.27% 65.90% 66.27% 

F∪4method

s

52.27% 49.91% 79.54% 79.19% 

F∩4method

s

59.09% 59.49% 65.90% 63.99% 

F∩3method

s

50.0% 49.38% 72.72% 71.74% 

F∩2method

s

52.27% 51.49% 77.27% 76.58% 

F∪5best 63.63% 65.91% 84.09% 83.11% 

Except for the F∩4methods model that contains only three features, the RF classifier applied to the 

other models provided better performance than the “BaseLine” model. Moreover, the F∪5best 

model achieves the best performance outperforming the “BaseLine” model by about 16% and this 

confirms the results reported on the AL corpus. Regarding the SVM classifier, we notice that the 

same model (F∪5best) also improved the performance by about 2%, while the other selection 

models recorded a degradation compared to the “BaseLine” model. 

Table 10 presents a list of the most discriminating features obtained by the F∪5best method, 

which provided the best performance. This list contains a total of 16 features with their meanings, 

which were identified by this method using the two corpora (AL/GR). 

Table 10. List of features identified by F∪5best method using GR and AL corpora. 

Feature Description 

Lemmas Count Number of lemmas (without redundancy) 

Closed Class Tokens 

Count 
Number of tokens having a PoS tag belonging to a finite grammatical 
category (such as pronouns) 

Nouns Count Number of nouns 

Tokens Count Number of tokens 

FreqLemmas Count Number of frequent lemmas (lemma that appear more than once in the 
text) AdjOpenClassTokens 

Ratio 
The number of adjectives / the number of open class tokens (an open
class token is a token that belongs to illimited grammatical category, 
such us nouns and verbs) 

SL1 Number of sentences 

Adverb Count Number of adverbs 
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Stems Count Number of stems 

Preposition to Token 

Ratio

Number of prepositions / number of tokens 

Chars Count Number of characters 

AMb1 Number of ambiguous lemmas (lemmas having two or more different 
PoS tags in the same text) 

Noun Open Class 

Tokens Ratio

Number of nouns / number of open class tokens 

Median Dispersion of 

Frequent Types 
Frequent types are lemmas that appear in the frequency dictionary, 
having each one a dispersion value in the Arabic dictionary. This feature 
consists in calculating the means of all the retrieved values for all the 
lemmas composing a text. 

Range of ranks of 

frequent adjectives 
Frequent adjectives are ranked in the frequency dictionary; we calculate 
the range of all the ranks of a text adjectives. 

The maximum rank of 

frequent nouns 
For this feature, we get the ranks for all the frequent nouns (appearing 
in the frequency dictionary) and we get the maximum value. This means 
that we are getting the position of the most frequent noun in a text in 
the Arabic language represented by the frequency dictionary. 

When analyzing the subsets of features obtained from the two corpora, we found differences in the 

selected features. This leads us to test a new subset C∪ obtained by grouping the features 

identified by the two corpora. The objective of this new combination is to identify the essential 

features affecting readability regardless the nature of the corpus used. Thus, if we note FC1/MC2, 

the model using the C1 corpus to select the features and the C2 corpus to build the classification 

model (training and testing phases), we performed several experiments by choosing C1 and C2 

among the AL and the GR corpora. We report in Table 11 the results of the best performing 

models only, hence the differences observed (last column) between the subsets of features adopted 

for the different methods. 

Table 11. Results of the selected models by AL and GR. 

SVM Classifier 

Experiment Accuracy F-score Model 

FAL/MAL 92.30% 88.80% F∪5best (12 features) 

FGR /MAL 88.46% 84.93% F∩4methods (10 features) 

CU/MAL 90.38% 88.03% F∩3methods (16 features) 

FAL/MGR 68.18 % 69.72% F∩4methods (6 features) 

FGR/MGR 63.63% 65.91% F∪5best (12 features) 

CU/MGR 63.63% 65.17% F∩4methods (7 features) 

RF Classifier 

Experiment Accuracy F-score Model 

FAL/MAL 90.38% 86.77% F∪4methods (39 features) 

FGR /MAL 90.38% 86.77% F∩4methods (3 features) 

CU/MAL 88.46% 84.93% F∩3methods (16 features) 

FAL/MGR 79.54 % 78.99% F∪4methods (39 features) 

FGR/MGR 84.09% 83.11% F∪5best (12 features) 

CU/MGR 79.54% 79.19% F∪5best (12 features) 

We observe that, for the SVM classifier, the best performance was reported by the FAL/MAL model 

built from the AL corpus and based on the features selected in this same corpus. Indeed, the 

substitution of these features by those selected for GR does not lead to an improvement of the 

performance (FGR/MAL), while the implementation of the features selected by AL on the GR 

corpus (FAL/MGR) outperforms the results provided by the FGR/MGR model by about 4% in 

terms of F-score. These results confirm the relevance of the features selected in the previous 

experiment based on the AL corpus. These observations do not hold for the RF classifier. The best 

model was obtained by applying the three features selected by GR and trained/evaluated on AL 
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(FGR/MAL). These features are included in the set of 39 features that gave the same results 

(FAL/MAL). Finally, we notice that the fusion of the features selected by the two corpora did not 

yield any improvement whatever the corpus used. From these results, we can conclude that the best 

feature sets are those selected by the AL corpus and reported in the appendix. 

5. DEEP-LEARNING-BASED EXPERIMENTS

In parallel with the use of linguistic characteristics to model readability, the representation of a text 

as an embedding vector using neural models represents another alternative proposed by researchers 

[16]. 

We select in this section a number of Arabic transformer models that generate sentence-embedding 

vectors: 

1) AraBERT: is a pre-trained Bert Embeddings model available at “Hugging face

transformers” 7 . AraBERT was trained using a combination of 70 million sentences from

different resources (Arabic Wikipedia, Arabic corpus [28], …etc.). This model contains both

MSA and Dialectal Arabic (DA). We have used the AraBERTv0.1-base model with the same

parameters used in [30].

2) ArabicBERT: is another pre-trained BERT model8 using a concatenation of a filtered subset from

“Common Crawl” and a dump of Arabic Wikipedia totaling 8.2 billion words. Different pre-

trained BERT models are used. We have selected in this study, the bert-base-Arabic model.

3) XLM-R [29]: is a multi-lingual version of BERT model, trained on “Common Crawl” data

instead of Wikipedia with slightly different parameters. The model is trained on 100 different

languages and contains approximately 2.5 TB sentences. The main parameters for learning cross-

linguistic representations are those mentioned in [29].

These pre-trained models are used in this experiment to represent the text by sentence embedding. 

Each of them is compared with the models based on the linguistic features studied in the previous 

subsection. In addition, we investigated whether combining our linguistic feature set with deep-

learning models could improve the performance of readability assessment. For this purpose, we have 

combined the most discriminating feature sets with different sentence-embedding models. 

We first measured the performance of prediction models based on information-rich sentence 

embeddings as a separate feature set (AraBert, ArabicBert and XLM-R) and we compared them with 

the baseline model based on the 70 linguistic features. 

To evaluate these models, we used the GR corpus according to the same distribution adopted in the 

previous experiments. The classification for the four models was performed with the RF classifier. 

Table 12 presents the accuracy and F-score results of these models. 

Table 12. Results using the initial linguistic features and sentence embedding. 

Model Accuracy F-score 

BaseLine 65.90% 66.27% 

AraBert 77.85% 78.34% 

ArabicBert 78.24% 79.36% 

XLM-R 71.60% 73.08% 

All the three neural models trained using contextual sentence embedding outperformed the baseline 

model based only on hand-crafted linguistic features. Moreover, the ArabicBert model reported the 

best performance with an F-score about 13% higher than that of the baseline model. Based on these 

results, we hypothesize that the semantic and syntactic knowledge implicitly encoded in BERT 

embeddings can be considerably more informative than traditional linguistic features in predicting 

reading difficulty. Therefore, this is a likely alternative for low-resource languages that possess 

limited or no NLP tools, such as a parse tree extraction tool and a semantic parser. On the other hand, 

7 https://huggingface.co/aubmindlab/bert-base-arabert (last visited 09/10/2022) 
8 https://huggingface.co/asafaya/ (last visited 09/10/2022) 

https://huggingface.co/aubmindlab/bert-base-arabert
https://huggingface.co/asafaya/
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the best performance reached an accuracy of 78.24%, given the limitation of the texts used in the 

training phase, which is also accentuated when using artisanal linguistic features. 

We have evaluated the impact of combining linguistic features with the information obtained by the 

neural models. We thus adopted a simple approach that consists in considering the numerical output 

of the neural model as a new feature that is incorporated into the linguistic features. We performed 

tests on the best combinations of the feature subsets identified in the experiments of the previous 

sections (F∩3methods, F∪4methods and F∪5best). The performances of the readability-prediction 

models relating to these new combinations are presented in Table 13. 

Table 13. Combination of different sets of features and sentence-embedding models. 

Model AraBert ArabicBert XLM-R 

Accuracy F-score Accuracy F-score Accuracy F-score 

CombinedBaseLine 82.63% 83.39% 81.60% 82.27% 76.00% 77.57% 

F∩3methods 82.67% 83.49% 82.32% 83.30% 77.51% 78.96% 

F∪5best 82.65% 83.28% 81.94% 82.80% 76.75% 78.08% 

F∪4methods 81.17% 82.36% 82.67% 83.18% 75.64% 77.08% 

We point out that in general, the combination of linguistic features with the numerical output of the 

neural model improves the performance of classification based only on linguistic features. Indeed, by 

comparing the results of Table 9 and Table 13, we find that, in terms of F-score, the performance of 

the classification based on the combination of linguistic features with the output numerical of one of 

the two neural models AraBert and ArabicBert has improved for all models. 

Similarly, the results of Table 12 and Table 13 suggest that these combined models perform better 

than those using only the outputs of the neural models. The best performances are obtained by 

combining the numerical output of the AraBert model with the subset of linguistic features 

F∩3methods. 

In order to analyze the results in more detail, we computed the confusion matrix of the best 

classification model that combines F∩3methods with AraBert. It is clear from Table 14 that there is a 

separation between the prediction levels (easy, intermediate and difficult). Indeed, all the errors are 

located between the neighboring levels. 

Table 14. Confusion matrix of F∩3methods model incorporated with AraBert. 

Easy Intermediate Difficult 

Easy 6 1 0 

Intermediate 0 7 2 

Difficult 0 1 10 

Finally, we conclude that the F∩3methods model is composed of the most informative features compared 

to the other models, which in turn provides an indispensable benchmark for predicting readability. 

6. CONCLUSION

In this study, we presented a set of experiments related to the selection of the most informative features 

for Arabic L2-readability measurement. The obtained test results showed that feature selection is a useful 

pre-processing tool that not only reduces the number of input features, but also increases the 

performance of prediction models. 

We considered the three main types of selection methods (filter, wrapper and embedded) commonly 

used to retrieve the most discriminating features. We have thus applied these methods to the two 

corpora AL and GLOSS. Next, we examined the impact of each selection method on the performance 

of readability-prediction model and we compared it with the performance of the baseline model using 

70 features. 

We also demonstrated the relevance of the combination of features selected by the different methods; 

namely, “F∩4methods”, “F∩3methods”, “F∩2methods”, “F∩5best” and “F∪4methods”. These combinations 
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were also evaluated on the grouping of the features selected by the two corpora. The performance of 

all the experiments was evaluated using the two RF and SVM classifiers. 

The use of sentence embedding is another approach used to represent a text. The last experiment of 

this work aimed to investigate the influence of these methods in the field of readability assessment. 

Thus, we have evaluated the incorporation of the best features that we have selected with these 

representations. In the case of limited corpus size, we have shown that the best results are obtained by 

incorporating both types of representation (sentence embedding and hand-crafted linguistic features). 

Concerning our future directions of investigations, we are considering the evaluation of readability 

based on attested/evaluated reading comprehension of human readers. This is due to the fact that the 

actually available readability corpora are labeled based on experts’ opinion, but not on reading 

comprehension tests. Gathering a large amount of training data, to enhance the performance of 

sentence embedding-based models and adopt deep-learning classifiers is also one of our future work 

paths. The readability of Arabic as a native language (L1) is also an emerging field of research; so it 

will be interesting to examine the impact of feature-selection methods on L1 and compare the results 

with those on L2, to check whether the L1 and L2 reading learners share common discriminating 

readability features. 
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APPENDIX: LIST OF FEATURES 

Table 15. Common features between IG, IF-RF, IF-SVM, SVM-RFE and F∪5best. 

Category Features IF-RF IF-SVM IG SVM-RFE F∪5best

RTF 
Characters Count ✓ ✓ 

Token Count ✓ ✓ ✓ ✓ 

Sentences Count ✓ ✓ 

MF 
Stem Count ✓ ✓ ✓ 

Lemma Count ✓ ✓ ✓ ✓ ✓ 

Ambiguous Lemma Count ✓ ✓ ✓ 

PDF 

Noun Count ✓ ✓ ✓ ✓ ✓ 

Verb Count ✓ ✓ 

Adverb Count ✓ ✓ ✓ ✓ ✓ 

Proper Nouns Count ✓ ✓ ✓ ✓ 

Adjectives Count ✓ ✓ ✓ 



52

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 09, No. 01, March 2023. 

Closed-Class Tokens Count ✓ ✓ ✓ ✓ ✓ 

Noun / Open Class Token ✓ ✓ ✓ ✓ 

Adjectives to Open Class Token Ratio ✓ ✓ ✓ ✓ 

Preposition to Token Ratio ✓ ✓ 

FLF Frequent Lemmas Count ✓ ✓ ✓ ✓ 

PBF 

Ratio of frequent subordinating conjunctions to total subordinating conjunctions  ✓ ✓ 

Ratio of frequent prepositions to total prepositions ✓ ✓ ✓ 

Ratio of frequent demonstrative pronouns to total demonstrative pronouns 

the total of demonstrative pronouns

✓ ✓ 

Maximum rank of frequent conjunctions ✓ ✓ 

Maximum rank of frequent subordinating conjunctions ✓ ✓ 

Average rank of frequent subordinating conjunctions ✓ ✓ 

Median rank of frequent particles ✓ ✓ 

Minimum rank of frequent proper names ✓ ✓ 

Range of ranks of frequent adjectives ✓ ✓ ✓ 

The maximum rank of frequent nouns ✓ 

 ملخص البحث:

النصّةةةةةثّ  أحةّةةةةت الةةةةةل م ةةةةةت ع النطةةةةةا الفةةةةة    ةةةةةثّ ع   ةةةةة    ةةةةةت   وا ةةةةة   يأةةةةةت  مقروئيةّةةةة إنّ 

 ةّةةةةع اامةةةةةر يتل حّةةةةة يفع ةّةةةةع يتلعليةةةةةل مةةةةةأ ال محةةةةةتعى حيةةةةةر ا دةةةةةت مطةةةةةلو   الةةةةة  لةةةةةلّ  نيةةةةةر  نةةةةةلمت يفع

العرييةةةةةة ن ويتأةةةةةةأ الفطّةةةةةةلل الرئييةةةةةة   ةةةةةة  لةةةةةة ا الأ ةةةةةةت   ةةةةةة   طليةةةةةةل م أث ةةةةةة  محتليةةةةةة  مةةةةةةأ 

يةةةةةفث  مقروئيفّدةةةةةتن ول فعّتمةةةةةت مةةةةة  لةةةةة ا  ةةةةةأتع الفةةةةة   أحةّةةةةت النصّةةةةةثّ و يةةةةةأي لنةةةةةت يفقيةةةةةيذ م  اليِّّ

ةةةةةأتع   أتّننةةةةةت مةةةةةأ ا ةةةةةفر ت   ن مفنث ةةةةة    فقةةةةةت  اليِّّ الفطّةةةةةللى  قفةةةةةرل  ةةةةة  لةةةةة و اللّ ا ةةةةة  مرتةةةةةت

ةةةةةةأتع الأأيِّّةةةةةةا  ل نصّةةةةةةثّ يتل حّةةةةةة  العرييةةةةةة م أث ةةةةةة الدةةةةةةلن الحةةةةةةت   مةةةةةةأ لةةةةةة و ن ويفأحةّةةةةةت   اليِّّ

أةةةةةةت ومقت  ةةةةةة  ا ا ا دةةةةةةت يف ةةةةةة  الفةةةةةة  يةةةةةةفذّ  ةةةةةةر  ماف ةةةةةةة  لفتّةةةةةةأيأ ال   الل ا ةةةةةة   ةةةةةة   قيةةةةةةيذ م 

نفقةةةةةةت ن  قةةةةةةل ا رينةةةةةةت   ةةةةةةت   يت ةةةةةةفالا  م صةةةةةةنِّّةتع  ةةةةةةأتع ال محثيةةةةةة  الأ  الطصةةةةةةث    يدةةةةةةت مةةةةةةأ اليِّّ

(SVM( و )RF ةةةةةة  ا نفةةةةةةيأ   )  مةةةةةةأ م أث ةةةةةةتع النيت ةةةةةةتع الأاصصةةةةةة  لةةةةةةفع مذ ال محةةةةةة  العرييةةةةةة

(نL2   ح   ت ي  )

ةةةةةأتع يعأةةةةةت   ةةةةة   طيةةةةةيأ ا ا   و تشةةةةةّ النفّةةةةةتئ  الفةةةةة   ةةةةةذّ الطصةةةةةث    يدةةةةةت انّ  ق يةةةةةت  ةةةةةل  اليِّّ

% لأ أةةةةةةةةةةةةث ف  النيت ةةةةةةةةةةةةتع 16% و 25 أةةةةةةةةةةةةتقر  ثتمةةةةةةةةةةةة  الأقروئيةّةةةةةةةةةةة  ينيةةةةةةةةةةةةن    ف ةةةةةةةةةةةةتو  

( الأةةةةةةةاو  BERTقلةةةةةةة ى يعأةةةةةةةت  أةةةةةةةثقر )الةةةةةةة   ن يتلإضةةةةةةةت  الأيةةةةةةةفالمفي أى   ةةةةةةة  الفر يةةةةةةة 

ةةةةةةةةر ل محةةةةةةةة  العرييةةةةةةة  يةةةةةةةة  ا   ا تةةةةةةةةت مقت  ةةةةةةةة ن يتلنأّةةةةةةةةتقر  يإمتت يةةةةةةة  التّةةةةةةةةنص الةةةةةةةةلتّيع والأاص 

ةةةةةةأ اتةةةةةةتّ  نةةةةةةل مقت  فةةةةةةن يتلنأّةةةةةةتقر  أةةةةةةتى لتنةّةةةةةن ا ّ  الةةةةةة   طيم ااخةةةةةةر  الأيةةةةةةفاللم  لفتةةةةةةأيأ ال  

ةةةةةةةأتع  أةةةةةةة  يةةةةةةةيأ لةةةةةةة و الّ ةةةةةةةر  واليِّّ ةةةةةةةأتعن وتةةةةةةةل ا ّ  ال ل اا حةةةةةةةر  أييةةةةةةةاان القتئأةةةةةةة    ةةةةةةة  اليِّّ

    تت النفّتئ نال نصّثّ ال  الطصث      
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