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ABSTRACT 

Sentiment analysis is the field in data science to achieve a broader holistic view of users’ needs and expectations. 

Indonesian user opinions have the potential to manage to be valuable information using sentiment-analysis tasks. 

One of the most supervised-learning techniques used in Indonesian sentiment analysis is the Naïve Bayes classifier. 

The classifier can be optimized and tuned in various models to increase the sentiment analysis model performance. 

This research aims to examine the performance of various Naïve Bayes models in sentiment analysis, especially 

when implemented in small datasets to handle overfitting problems. Four different Naïve Bayes models used are 

Gaussian, Multinomial, Complement and Bernoulli. We also analyze the effect of various pre-processing 

techniques on the models’ performance. Moreover, we build the first fashion dataset from the Indonesian 

marketplace which has a unique character compared to the datasets from other domains. Finally, we also use 

various datasets in the experiment to test the Naïve Bayes models' performance. From the experimental results, 

Complement Naïve Bayes is superior to other models, especially in handling overfitting with an F1-score of 

approximately 0.82. 
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1. INTRODUCTION 

In Natural Language Processing (NLP), the data is dominated by text that can come from a webpage, 

social media, online reviews, online news, etc. Sentiment analysis is a field that can achieve a broader 

holistic view of customers’ needs and expectations [1]. Research in this field is not only studied in 

English, but also in various languages, such as Malay [2], Arabic [3]-[4], as well as Indonesian. It is an 

important method for social sciences, because of that it is used in various disciplines including analyzing 

reviews from e-commerce.  

Indonesia has a big consumer base of e-commerce consisting of over 8 hundred million visitors in 2019 

[5]. This is a potential to identify that Indonesian user opinions from product reviews on the internet 

become valuable information using sentiment-analysis tasks. Studies on Indonesian sentiment analysis 

have grown in recent years. We have reviewed more than 100 references related to Indonesian sentiment 

analysis using Machine learning (ML) techniques. From the review study results, we found some 

popular ML techniques implemented in Indonesian research; namely, Naïve Bayes, Support Vector 

Machine, Decision Tree and K-Nearest Neighbour. To the best of our knowledge, there are three various 

Naïve Bayes models implemented in Indonesian sentiment analysis; namely, Gaussian, Multinomial 

[6]-[7] and Bernoulli [8]. However, the simple probabilistic classifier is the most popular technique in 

Indonesian sentiment-analysis research [9]-[10]. Only one research used Bernoulli Naïve Bayes [8], 

while Complement Naïve Bayes has not been implemented in Indonesian sentiment-analysis research. 

Naïve Bayes has various probabilistic models; namely, Gaussian, Multinomial, Complement and 

Bernoulli that can be implemented and can increase the sentiment-analysis model performance.  

Some previous research in Indonesian sentiment analysis using a Naïve Bayes classifier was conducted. 

Priadana & Rizal developed a sentiment-analysis model based on lexicon-based and Naive Bayes 

Classifiers [6]. The model is used to track trending topics and analyze the sentiment of public opinion 

on Instagram to figure out government performance in tourism from Instagram during the COVID-19 

pandemic. They also implemented some pre-processing techniques, such as lowercase, removing 
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symbol, stemming, tokenizing and bag of words. Sutabri et al. [7] applied multinomial Naïve Bayes to 

analyze sentiment in Indonesian popular e-travelling sites. Meanwhile, other research applied a similar 

Naïve Bayes model to the education domain. Akbar et al. proposed a sentiment-analysis model using 

Bernoulli Naïve Bayes their model can differentiate between pro and contra tweets on the lockdown 

policy topics using Indonesian tweets [8]. 

This research focuses on analyzing sentiment in the Indonesian fashion dataset using the probabilistic 

classifier. The objective statement of the research is as follows: 

1) Building a new sentiment dataset in the fashion domain from the Indonesian marketplace.

2) Examining the performance of various Naïve Bayes models in sentiment analysis for small

datasets and overfitting handling.

3) Analyzing the effect of various pre-processing techniques on the model performance.

2. RESEARCH METHOD

The research methodology to conduct the research has five steps; namely, data gathering, pre-

processing, feature extraction, sentiment classification and evaluation. Figure 1 depicts the methodology 

architecture of the research. 

2.1 Data Gathering 

There are various domains of data used in Indonesian sentiment analysis (see Figure 2). To the best of 

our knowledge, the Indonesian sentiment-analysis dataset in fashion domain has not been created before. 

We are the pioneers in building the dataset in this domain. From analyzing the dataset, we note some 

unique keywords of reviews in the Indonesian marketplace, especially in fashion opinions that are 

different from those in other domains. Those keywords are “bahan” (material), “ukuran” (size), 

“pengiriman” (delivery service), “warna” (colour) and “harga” (price). In this chapter, we explain the 

process of gathering the data. 

Figure 1.  Methodology architecture.   Figure 2. various domains used in Indonesian         
sentiment analysis. 

We collect the data from product reviews scrapped from Shopee Marketplace, one of the big 

marketplaces in Indonesia [11]. We choose a product-related fashion. There are some criteria for 

products to be selected; i.e.: Total review is more than 1k comments; there is no far gap of total 

comments for each rating (1–5). 

In gathering the data, the first step is copying the URL of the product which was selected, then scraping 

the product reviews using Python and Shopee API. The function used to access URL is requests.get that 

returned an object which is the HTML text; furthermore, parsing the HTML with beautifulsoup library 

to extract the HTML elements that are required. 

The total data which has been scraped is 3020 reviews. This is the maximum number of data that can be 

scraped for one store in Shopee using the API. There are three data attributes we need to scrape; i.e.: id 

order, comment and star. We need id order to select unique data, because based on manual checking, 

there is duplicate data that is submitted from a user. This might happen because of accidentally double 

submitted data by a user or a system error. However, for the experiment, we only used two data; namely, 

comment and star. The review data that has resulted from scraping is shown in Table 1. 

Data Labelling: In supervised learning, the primary step conducted before classifying is labelling the 

data. We generate label data automatically based on the rating score from the “star” column. Rating 

represents the acceptance and opinion of the product. There are five categories of rating through the 
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Table 1.  Pairs of review data and star rating. 

Comment Star 

Alhamdulillah terimakasih banyak semoga sukses selalu aminnnnn bagusss banget recommended seller deh semoga sukses. 

(In English: Alhamdulillah, thank you very much, good luck always aminnnnn, really recommended seller, good luck). 
5 

baguss worthit lahh buat harga segituu, pengirimannya juga lumayan cepat ga nyesel sii beli disinii. 

(In English: It's good, it's worth for that price, the delivery is also quite fast, I don't regret buying it here). 
4 

Barang bahanya agak tipis cma lumayan buat dipake sehari2 benang dan jahitanya kurng rapih. 

(In English: The material is a bit, thin but it's good enough for everyday use, the thread and the stitches are not neat). 
3 

Oversize nya kecil sekali..kecewa. 

(In English: The oversize is very small..disappointed). 
2 

Bahannya rusak gak sesuai fto kaos nya tipis banget gak ska. 

(In English: The material is ruined, it doesn't match the photo, the shirt is very thin, I don't like it). 
1 

number of stars given by the author. The range of stars is 1 to 5, where 5 is the highest star score which 

is interpreted positively vice versa 1 is the lowest star score that is interpreted negatively. The total of 

comments for each rating category from 1 to 5 is 177, 107, 258, 489 and 1787, respectively. 

We adopt the Likert scale to convert the rating scores. The Likert scale is a bipolar scale method that 

measures both positive and negative responses to a statement. In sentiment analysis, data is divided into 

two classes based on sentiment polarity. In this research, data is labelled as positive (represented by “1”) 

and negative (represented by “0”). A simple rule based on rating scores is used to label data 

automatically. The 5-star score will be transformed automatically into a positive label (“1”) and others 

will be generated with a negative one (“0”). The data distribution after labelling is as follows: total data 

in label “1” is 1787, while total data in label “0” is 1031 data. 

Data Balancing: Data balancing is a step that aims to achieve similarity to the total data of each label 

category. There are various techniques to do this process. This research tried to get balancing using 

minimum data standards. From Figure 3, we know that label “0” has minimum data with a total of 1031. 

Therefore, label “1” will be pruned, so that the total is like that of label “0”. For a simple process, both 

labels now have similar total data: 1000. 

Finally, the clean data is produced with the total data being 2000 selected rows. However, pre-processing 

techniques are implemented and we clean the data, especially to filter empty data after pre-processing. 

Therefore, the final data filtered is a total of 520 comments. Table 2 shows the transformation of the 

data starting from scraping to balancing. 

Table 2.  Total data transformation. 

Original data from scraping 
Drop 

null 

Data balancing 

Before pre-processing After pre-processing 

3020 2818 2000 520 

To better understand the data, we visualize the group of data in the form of a word cloud based on a 

sentiment label. Word cloud contains the terms selected from the dataset and then shown based on the 

higher frequency of occurrence of the term. For each label, positive and negative, visualization is 

depicted in Figure 3. From the positive word cloud in Figure 3(a), we can see that there are some 

dominant words, such as barang bagus, kiriman cepat, harga sesuai (in English: good item, fast 

delivery, good price). Meanwhile, some words represent a negative expression, such as barang tidak 

sesuai, size kecil, kecewa, rusak (in English: the item does not match, the size is small, disappointed, 

damaged), as presented in Figure 3 (b). 

  
     

 

 

 

 

 

(a)     (b) 

Figure 3. Word cloud visualization; (a) positive and (b) negative. 
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2.2 Pre-processing 

The second step implemented in this research is pre-processing after gathering the data. There are some 

stages in pre-processing; to simplify, we group those into three main stages of pre-processing; namely, 

data cleansing, data transforming and data tagging.  Figure 4 depicts the order of the main stages of pre-

processing. 

 

Figure 4. Pre-processing main stages. 

Data Cleansing. This is the first stage of pre-processing. There are some stages to clean the data 

included; i.e.: redundancy, null-value removal, lower case, symbol removal and stop word removal. 

Redundancy removal is a process aimed to get a unique row; it was selected based on the “id order”. 

After this process is carried out to the dataset, the total data is still in 3020 rows, so the data collection 

is unique or has no redundancy. 

The next step is the null-value removal. This process is targeted to select a row that has a null value and 

then remove it. After it was executed to the dataset, there is a reduction of the total data of the dataset 

from 3020 rows to 2818 reviews. Lower case is a process to change each abjad of the sentence to be 

lower. It is used to reduce the data dimension; for example, there is the phrase= {“Baju bagus”, “baju 

bagus”, “Baju Bagus”}; if we do not use lower case, then after tokenizing these three phrases will be 

saved as 4-term collection= {“Baju”, “baju”, “Bagus”, “bagus”}. However, if we use lower case, then 

there is only 2-term collection= {“baju”, “bagus”}. It is produced, because the system will be saved for 

each unique word based on the character. 

This research use symbol removal to clean the data. The symbols that will be removed involve 

punctuation, ASCII, UNICODE & Newline. This stage automatically includes emoji removal. The last 

stage of data cleansing is the stop-word removal step. This process is to remove unimportant words. We 

use a dictionary containing standard words to select stop words; if the word is not in accordance with a 

word in the dictionary, then that word will be removed. 

Data Transforming. At this stage, the words of the sentences will be changed into different word forms. 

The processes in this stage are stemming, slang word normalization and repetition of character 

normalization. The last two processes are a part of spelling correction. A previous study has used this 

technique for pre-processing and the effectiveness of the model has been shown [12]. 

First, we use stemming to change stem words into root words. The stemming library used in this research 

is Sastrawi stemmed, an Indonesian stemming algorithm. The stemming result example; i.e.: stem word 

“pengiriman” (in English: delivery), will proceed to be the root word “kirim” (in English: send). 

Many conversations on online media are done using slang words. This trend also happens in the 

marketplace, especially in the Indonesian customer reviews with the users’ style for expressing their 

words. Based on the researchers’ observation, the type of slang word that is usually used in the 

marketplace is Collegial. Colloquial is a socio-linguistic term related to a non-formal or informal 

language which is also referred to as a daily language  [13]. The hallmark of this language, among others, 

is the reduced use of linguistic features, such as letters and syllables in sentences. Slang word 

normalization is needed to transform slang words, words that are unrecognizable in the dictionary, to be 

standard words. In this research, we use the slang word dictionary from Okky Ibrahim Github1. 

The next technique used for data transformation is repetition character normalization. This technique is 

like the previous technique and normalizes unstandardized words to be standard. Unstandardized words 

are related with that there is the same character mentioned in repetition in the sentence. Table 3 shows 

an example of a comment before and after being implemented with repetition of character normalization. 

                                                 
1 https://github.com/okkyibrohim/id-abusive-language-detection/blob/3f511561df6b1ae60f7343f8992d1471209ff10b/kamusalay.csv 
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Table 3.  Repetition character normalization. 

Example: “sumpah iniii tokooo gercepp bangettt, mesen kemeja kemarennn langsungg 

dikirimmm juga hariii ituuuuu!!! bahannya juga tebelll pokoknyaa tidak mengecewakan!!!! cusss 

gaisss beliiii disiniiii di jamin bagusss!!” 

Normal: “sumpah ini toko gercep banget, mesen kemeja kemaren langsung dikirim juga hari 

itu!!! bahannya juga tebel pokoknya tidak mengecewakan!!!! cus gais beli disini di jamin bagus!!” 

Data Tagging. The final stage of pre-processing is data tagging. This stage will split the data word by 

word and then give the relevance tag for each word of the sentence; it is generally mentioned as POS 

(Part of Speech) tagging. In this research, we used CRFTagger() library, an Indonesian tagger. After 

each word is tagged, we can select which words will be used, where this research filters words classified 

as NN (Noun), JJ (Adjective) and Neg (Negation). This data-tagging result is also needed when we 

generate word cloud visualization. 

2.3 Feature Extraction 

We use TFIDF (Term Frequency Inverse Document Frequency) to extract the features [14]. The feature 

of review sentences is in the form of text. Therefore, TFIDF is needed to generate text to number through 

term weighting. The concept of TFIDF is that the word Ti is important if it occurs frequently. The values 

of the vector elements Wi for a document d are calculated as a combination of the statistics TF and IDF. 

The calculation of Wi  is as follows: 

𝑊𝑖 = 𝑇𝐹(𝑡𝑖, 𝑑) ∙ 𝐼𝐷𝐹(𝑡𝑖)     (1) 

where Wi is the weight of word ti in document d. The term frequency TF(t,d) is the number of times 

word t occurs in document d, while the document frequency DF(t) is the number of documents in which 

the word t occurs at least once. The inverse document frequency IDF(t) can be calculated from the 

document frequency by: 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔 (
|𝐷|

𝐷𝐹(𝑡)
)                  (2) 

where |D| is the total number of documents. The inverse document frequency of a word is low if it 

occurs in many documents and is highest if the word occurs in only one. 

2.4 Sentiment Classification 

Sentiment classification is a process to classify the data which is grouped based on the relevant sentiment 

class. In this research, we will classify the data into two classes based on positive sentiment and negative 

sentiment. We implement a classifier model; namely, Naïve Bayes. 

Naive Bayes is a supervised-learning algorithm that is the simplest form of a Bayesian network [15]. 

This algorithm works based on Bayes’ theorem with the “naive” assumption of conditional 

independence, where all attributes are independent given the value of the class variable. Given class 

variable c and dependent feature vector x1 to xn in document d; the probability of each sentiment class c 

is calculated as: 

𝑃(𝑐, 𝑥𝑖) =
𝑃(𝑥𝑖,𝑐)∙𝑃(𝑐)

𝑃(𝑥𝑖)
                (3) 

where 𝑃(𝑥𝑖) is the same for all classes; then the class label of xi can be determined by: 

𝑙𝑎𝑏𝑒𝑙(𝑥𝑖) = 𝑎𝑟𝑔𝑀𝑎𝑥𝑐{𝑃(𝑐, 𝑥𝑖)}        (4) 

There are various models of Naïve Bayes, such as Gaussian, Multinomial, Complement and Bernoulli. 

The difference between each Naïve Bayes model is determined by the calculation of probability 

𝑃(𝑥𝑖 , 𝑐). 

Gaussian Naïve Bayes. In Gaussian NB, feature values of terms for each class c are usually generated 

by a separate Gaussian [16], where σ and µ of the feature values of words are associated with class c. 

The likelihood of feature 𝑥𝑖 is given by: 

𝑃(𝑥𝑖 , 𝑐) =
1

√2𝜋𝜎𝑐
2

𝑒𝑥𝑝 (−
(𝑑𝑖−𝜇𝑐)2

2𝜎𝑐
2 )         (5) 

The parameters σ is the variance vector and µ is the mean, while these parameters are estimated using 

maximum likelihood from the training document set d. 
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Multinomial Naïve Bayes. The multinomial NB classifier captures the term frequency of the documents 

[17]. This model is implemented for multinomially distributed data, so that it is suited for discrete feature 

classification.  

For each class c, where n is the size of the vocabulary in all classes of the training dataset, the probability 

𝑃(𝑥𝑖 , 𝑐) of feature i appearing in a sample belonging to class c is estimated by a smoothed version of 

maximum likelihood as follows: 

𝑃(𝑥𝑖, 𝑐) =  
𝑁𝑐𝑖+𝛼

𝑁𝑐+𝛼𝑛
         (6) 

where 𝑁𝑐𝑖 = ∑ 𝑥𝑖𝑥∈𝑇  is the number of times feature i appears in a sample of class c in the training set 

T and 𝑁𝑐 = ∑ 𝑁𝑐𝑖
𝑛
𝑖=1  is the total count of all features for class c. 

The smoothing priors α ≥ 0 account for features not present in the learning samples and prevent zero 

probabilities in further computations. Setting α=1 is called Laplace smoothing, while α<1 is called 

Lidstone smoothing. 

Complement Naïve Bayes. This model is an adaptation of the standard multinomial Naive Bayes 

(MNB) algorithm that is particularly suited for imbalanced datasets. Complement NB uses statistics 

from the complement of each class to compute the model’s weights [18]. It will lessen the bias in the 

weight estimates and will improve the classification accuracy. The procedure for calculating the weights 

is as follows: 

𝑃(𝑥𝑖, 𝑐) =
𝑁𝑐̂𝑖+𝛼𝑖

𝑁𝑐̂+𝛼
          (7) 

where 𝑁𝑐̂𝑖 = ∑ 𝑑𝑖𝑗𝑗:𝑦𝑗≠𝑐  is the number of times word i occurred in documents in classes other than c 

and 𝑁𝑐̂ = ∑ ∑ 𝑑𝑘𝑗𝑘𝑗:𝑦𝑗≠𝑐  is the total number of word occurrences in classes other than c and αi and α 

are smoothing hyperparameters. The classification rule is: 

𝑐̂ = arg 𝑚𝑖𝑛𝑐 ∑ 𝑡𝑖𝑤𝑐𝑖𝑖                (8) 

where a document is assigned to the class that is the poorest complement match. 

Bernoulli Naïve Bayes. This type of classifier assumes that the features are binary and require only 2 

values, where each value shows whether a word occurs or does not occur at least once in the document; 

with a value ranging between 0 and 1 [19]. The decision rule for Bernoulli Naive Bayes is based on: 

𝑃(𝑥𝑖, 𝑐) =  𝑃(𝑥𝑖 , 𝑐)𝑏𝑖 + (1 − 𝑝(𝑥𝑖|𝑐))(1 − 𝑏𝑖)                 (9) 

where x is a word in the document; If the word xi is present in the document, then bi = 1 and the likelihood 

was 𝑃(𝑥𝑖, 𝑐). If the word xi is absent, then bi = 0 and the probability is (1 − 𝑝(𝑥𝑖|𝑐)). 

3. RESULT AND DISCUSSION 

In this research, we measure the performance of the probabilistic classifiers in the sentiment-analysis 

model. For the evaluation model, we start with preparing the datasets needed to build the model and to 

test the model performance. After that, data is cleaned using various pre-processing techniques. Finally, 

the data is classified with employing various Naïve Bayes models; namely, Gaussian, Multinomial, 

Complement and Bernoulli. 

3.1 Dataset 

The dataset used in the research is from both primary and secondary data. The dataset needs to be split, 

because we use supervised learning that needs trained data to build the model. Dataset is separated into 

two groups: train data and test data. In this research, data smoothing for each sentiment class is noticed 

to produce balanced data.  

For the primary dataset, we use a fashion dataset that contained 520 reviews scraped from the Indonesian 

marketplace. The detailed process for scraping data is explained in Section 2. Total number of data for 

training is 416, while that of test data is 104. Table 4 shows the proportions of the total primary data 

split for each sentiment label. 

For the secondary data, we gathered various Indonesian reviews as a benchmark from the open public 
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 dataset used in sentiment-analysis research2. Four public datasets were utilized especially for 

conducting  the third experiment scenario; namely, cellular [20], cyberbullying [21], movie [22] and 

politic [23]. The details of proportions for each dataset can be seen in Table 5. 

                            Table 5. Various Indonesian public  

        Table 4. Primary data.                                       datasets for sentiment analysis. 

Total 
Train Test 

Positive Negative Positive Negative 

520 216 200 53 51 

 

3.2 Experimental Setup 

We use Scikit Learn library to implement the algorithms of Naïve Bayes models; namely, Gaussian, 

Multinomial, Complement and Bernoulli [24]. We have three scenarios of the experiment. In the first 

scenario, we test some pre-processing techniques to analyze which pre-processing technique affects the 

model performance. In the second scenario, we test various Naïve Bayes models in sentiment analysis 

using a fashion dataset. And in the last scenario, we use some public datasets in Indonesian sentiment 

analysis to measure the models’ performance as well as to examine which model is appropriate for 

handling overfitting. 

Considering the amount of data which is under 1000 rows, we implement the K-fold cross-validation 

method to handle overfitting. We use standard K=5 in the experiment and run standard statistical tools, 

such as F1-score, precision, recall and accuracy to assess both training and validation performance. 

Experiment #1. In the first experiment, we examine the effect of pre-processing techniques on 

sentiment analysis. Pre-processing is the first step in sentiment analysis or other tasks related to text 

analyzing. This step is important to understand the data and it was proven that it can improve the model 

accuracy [25]. However, all of them are not appropriate to be implemented for a small dataset, so there 

is a need to understand which technique is more influential in increasing the sentiment-model 

performance.  

There are eight pre-processing techniques implemented in this experiment; namely, lower case, 

punctuation, number and unicode removal, stop-word removal, slang-word normalization, character-

repetition normalization, stemming and POS tagging. The detailed explanation for each technique is 

explained in section 2. In the first step, we design some scenarios by combining some pre-processing 

techniques into six cases. The six combinations of pre-processing techniques are presented in Table 6. 

Case 1 represents a scenario without considering pre-processing techniques; the data proceed in this 

scenario is from original reviews. Case 2 only uses standard pre-processing techniques, such as lower 

case, punctuation, symbol removal and stop-word removal. Case 3 and Case 4 implement slang-word 

and character-repetition handling, respectively. Meanwhile, stemming is added in Case 5; in this 

experiment we used a standard stemming algorithm from the Sastrawi library. Finally, a complete 

technique version which uses POS-tagging filtering is employed in Case 6. 

Table 6.  Combination of pre-processing techniques. 

Case 
Pre-processing Technique 

Lower Punct. Symbol Stop Slang Repeat Stem POS 

1 - - - - - - - - 

2 v v v v - - - - 

3 v v v v v - - - 

4 v v v v v v - - 

5 v v v v v v v - 

6 v v v v v v v v 

We implement various Naïve Bayes models in this experiment. The results shows that Complement 

Naïve Bayes achieves a good performance compared to other models. Table 7 presents F1-score as well 

as accuracy of Complement Naïve Bayes using variation cases in the fashion dataset. The highest F1-

                                                 
2 https://github.com/rizalespe/Dataset-Sentimen-Analisis-Bahasa-Indonesia 

Dataset #Data Positive Negative 

cellular 300 169 139 

cyberbullying 400 200 200 

movie 200 100 100 

politic 900 450 450 
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score, as well as accuracy, are shown in Case 4, amounting to around 0.87 and 88.08%, respectively. 

Meanwhile, the lowest scores are shown in Case 2 (F1=0.83, accuracy=84.2%) and Case 4 (F1=0.83, 

accuracy=84.8%). 

Table 7.  Experiment results using variation cases for fashion dataset. 

Pre-processing Case Accuracy (%) F1-score 

No 1 85.58 0.843 

Yes 

2 84.23 0.832 

3 86.54 0.855 

4 88.08 0.870 

5 87.69 0.866 

6 84.81 0.833 

We also analyzed the results of all variation cases implemented for all datasets. Table 8 depicts the 

average F1-score for each case and Figure 5 presents the trend of the results. From the results, we can 

see a stable score appearing in Cases 3-5 of approximately 0.82. Meanwhile, the trend shows a 

significant decrease of F1-score in Case 6 of around 0.7, where this score is the lowest F1-score of all 

cases. Based on our analysis, the decreased performance in Case 6 is caused by the selection process of 

some class words based on POS tagging. The class of words that are selected in this pre-processing 

phase are noun (NN), adjective (JJ) and negation (NEG). This process reduced the dimensions of data 

and affected data for small datasets significantly.  

      Table 8. The results of all datasets for each case. 

Dataset 
Case 

1 2 3 4 5 6 

cellular 0,785 0,785 0,800 0,800 0,800 0,697 

cyber 0,820 0,822 0,855 0,855 0,855 0,770 

movie 0,838 0,838 0,852 0,852 0,852 0,707 

politic 0,730 0,728 0,743 0,743 0,742 0,627 

fashion 0,843 0,832 0,855 0,870 0,866 0,833 

average 0,803 0,801 0,821 0,824 0,823 0,727 

                                                                                                        Figure 5. Average F1-score from all  

                                                                                                      domain datasets for each case.  

The data scraped from the marketplace causes the format to be unstructured, so pre-processing is needed 

to clean and prepare the data before analyzing. However, various pre-processing techniques are not 

appropriate to be implemented, especially for a small dataset. Slang-word and repetition handling and 

stemming are powerful to be employed. On the other hand, based on the experiment, the selection of 

words using POS tagging is not recommended for supervised learning with a small dataset, because it 

reduces the dimensions of data. 

Experiment #2. We compare the sentiment-classification results from various types of Naïve Bayes 

models for the fashion dataset. The fashion dataset is a primary dataset used in the experiment (see Table 

4 for the details of the primary data). Four different types of Naïve Bayes models are implemented in 

this experiment; namely, Gaussian, Multinomial, Complement and Bernoulli. The experiment is 

conducted to measure the performance of each Naive Bayes model in classifying sentiment sentences. 

We use the K-fold cross-validation method with K=5. K-fold cross-validation is a measurement method 

for both training and validation performance that is appropriate for small data. Table 9 presents the 

validation result for each model of Naïve Bayes in terms of F1-score, accuracy, precision and recall for 

the fashion dataset. 

Table 9. Validation performance results of the second experiment. 

Model F1 Prec Rec Acc(%) 

Gaussian 0.668 0.881 0.538 73.27 

Multinomial 0.876 0.919 0.840 88.18 

Complement 0.876 0.919 0.840 88.18 

Bernoulli 0.847 0.839 0.855 84.55 
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From Table 9, we can see that both Multinomial and Complement present the highest F1-score, precision 

and accuracy, while the highest recall is produced by Bernoulli. The highest F1-score, precision, 

accuracy and recall for the fashion dataset are 0.876, 0.919, 0.855 and 88.18%, respectively. Meanwhile, 

Gaussian has the lowest measurement results with an F1-score of around 0.668 and an accuracy of 

around 73.27%. The experiment results show that both Complement and Multinomial models have 

similar performances and are superior to other Naïve Bayes models for the fashion dataset. 

In Section 2, we have explained how to gather fashion dataset from Indonesian marketplace; and in 

Figure 3, we present two groups of words based on sentiment labels which are visualized using cloud 

word. We note some unique keywords that relate to the experiment results. Some keywords, such as 

material and size, are usually followed by context-dependent opinions, such as thin, thick, big and small. 

The context-dependent opinion is an opinion which appears in several aspects with uncertain polarity 

[26]. The sentiment polarity of context-dependent opinions is caused by the domain of the dataset. For 

example, the word “thin” is positive when mentioned in the context of cellular or electronic products. 

However, this word will be negative if it appears in fashion. Context-dependent opinions can affect the 

sentiment-analysis task performance. Therefore, there is a potential of the existence of  a concern on this 

issue for further study. 

Experiment #3. In the final experiment, we examine the performance of various Naïve Bayes models 

using primary data as well as secondary data. The total dataset utilized in the third experiment is 

comprised of five datasets from various domains; namely, cellular, cyberbullying, movie, politic and 

fashion. Table 10 shows the average of each statistical measurement result from various sentiment-

analysis datasets for both training and validation in the third experiment. 

Table 10. Comparing the results of the models in training and validation. 

Model 
Training Validation 

F1 Prec Rec Acc F1 Prec Rec Acc 

Gaussian 0,971 0,991 0,960 97,53 0,703 0,748 0,684 72,09 

Multinomial 0,974 0,983 0,966 97,51 0,816 0,870 0,782 82,79 

Complement 0,978 0,983 0,973 97,83 0,820 0,851 0,798 82,59 

Bernoulli 0,964 0,963 0,966 96,41 0,799 0,827 0,788 80,74 

 

In general, the Complement model is dominant over the other models for both training and validation 

scoring results. In training, the highest scores for F1-score, recall and accuracy produced by the 

Complement model are 0.978, 0.973 and 97,83%, respectively. For precision, Gaussian gave the highest 

precision of around 0.991. In validation evaluation, Complement and Multinomial show excellent results 

compared to the other two models. The highest F1-score and recall are 0.820 and 0.798, respectively 

produced by the Complement model. Meanwhile, Multinomial presents higher scores for precision and 

accuracy of around 0.870 and 82.79% respectively.  

From Table 10, we can assess which model has a good performance to handle overfitting. The 

consistency scores in training and validation can be an indicator of a model for overfitting issues. The 

Complement model shows the smallest gap in F1-score between training and validation from 0.978 to 

0.820. Multinomial has a small distance from training of 0.974 to validation of 0.816. Bernoulli shows 

a higher F1-score in training of around 0.964, while in validation, the score is under 0.80. On the other 

hand, the Gaussian model presents a good performance in training above 0.90 for all measurement 

scores, but it produces the lowest scores under 0.75 in validation.  

We compare the experiment results with the baseline. An increased F1-score of the model proposed is 

shown in cyberbullying dataset at around 0.856, while the baseline using Support Vector Machine 

produces an F1-score of 0.697 [21]. Meanwhile, the Complement Naïve Bayes for political dataset 

presents an increased accuracy of around 72,4% compared with the baseline of 70,2% using Multinomial 

Naïve Bayes [23]. For the cellular dataset, the baseline using Support Vector Machine presents a similar 

result to that of our model using Complement Naïve Bayes (F1-score=0.800) [20]. On the other hand, 

the baseline of the movie dataset that used Multinomial Naïve Bayes shows an F1 score=0.917, which 

is higher than that of the model proposed [22]. This inconsistent result is possibly caused because there 

is no consideration of cross-validation in the evaluation method of the baseline. The baseline of the 

movie dataset did not handle the overfitting issue in the experiment. 
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Referring to Table 11, the Complement model has the highest (average) F1-score at 0.820, followed by 

the Multinomial model at 0.816. Meanwhile, the Gaussian score is the lowest in performance 

beingaround 0.703. This result shows that both Complement and Multinomial have good performance 

in sentiment analyzing, especially to handle small datasets. On the other hand, Gaussian is not good 

enough to handle overfitting. In terms of politic dataset, this dataset is bigger than the others, but this 

has not increased the performance. Therefore, we can conclude that a lot of data is not enough in 

supervised learning, but it is important to know the variance as well as the characteristics of the data. 

Table 11. Average F1-score of validation results for each NB model. 

Dataset Gaussian Multinomial Complement Bernoulli 

cellular 0.734 0.781 0.800 0.760 

cyberbullying 0.769 0.856 0.856 0.860 

movie 0.704 0.831 0.831 0.786 

politic 0.643 0.737 0.737 0.740 

fashion 0.668 0.876 0.876 0.847 

Average 0.703 0.816 0.820 0.799 

4. CONCLUSIONS 

This research focuses on analyzing sentiment in the fashion domain from Indonesian review data using 

various Naïve Bayes models. Four different Naïve Bayes models are used in this research; namely, 

Gaussian, Multinomial, Complement and Bernoulli. From the experiment results, we have three 

findings: 1) Selection of words using POS tagging is not recommended for supervised learning with a 

small dataset, because it can reduce the dimensions of data. 2) Complement model is superior to other 

models, especially to handle overfitting. 3) There are opinion words which appear in several aspects 

with uncertain polarity called context-dependent opinions, which can affect the sentiment-analysis task 

performance. For future work, choosing a powerful stemming algorithm in pre-processing can be 

considered as possible to increase the model performance. Other than that, knowing data characteristics 

and domain is crucial. Further, it will be of importance to concern the study of context-dependent 

opinion issues in the next experiments. 
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 ملخص البحث:

(ب ددددددد ب ء  ددددددد بNBيهدددددددالبحدددددددحصبصداءدددددددمبصددددددددصب ءددددددد ب  ص ب  ددددددد   ب     ددددددد ب ددددددد ب  ددددددد    ب 

ابو دددددداب  ا اهدددددد بو ددددددصب ا نودددددد  ب    دددددد  بددددددد  ص  ب دددددد ب  دددددد ب   دادددددد ب صد شدددددد وصاب  نددددددد 

اب صد   ددددددن  ب ابصد نص  دددددد لبصد  دددددد   بصمو  دددددد بصد  دددددد  ا  بحدددددد  بصد   ددددددن  بصد     دددددد    شددددددْ  ب ددددددص 

حاب   دددددددن  ب ص دددددددند لب دددددددحد ب دددددددح ب ء  ددددددد ب  دددددددصبصد  ا  ددددددد  ب اب صد   دددددددن  بصد ددددددد       دددددددا  بصددددددددا  صا 

ب  دددد بصد   دددد   لصد     دددد بد    دادددد بصدا ا    دددد ب دددد   ب  ددددص اب  بو ددددصب  ص ب دددد  ك قُ  دددد ب ا دددد  ب دددد ب    دددد ك

وهددددد ب ددددد ب اددددد ب بدلأسيددددد  ب ددددد بصم دددددنصنبصو ا    ددددد  اب حددددد بصم ددددددصب ددددد ب ن   ا نوددددد ب    ددددد  ك

صد نضدددددد لب حدددددد ب     ددددددش ب دددددد ب   ق دددددده بو ددددددصب ددددددا ه  ه ب دددددد بصدءاددددددنابصم ددددددص لب ددددددحد ب

(ب  ا و دددددد بNB   ب ص دددددد  ا   بوددددددا صاب دددددد ب ا نودددددد  بصدا   دددددد  ب دددددد ب اص دددددد بد ءدددددد ب  دددددد   ب

نب  ددددددن  ب  دددددد    ب  حبو ددددددصبNB  ص ب     هدددددد بصد     دددددد لب ص  ئددددددقب دددددد بصد   دددددد ق ب  ددددددن  (بصد دددددد   

اب و دددددد ب ابصد نص  دددددد ب ءا ادددددد  ب   دددددد بي    ددددددمب    دادددددد ب شددددددْ  ب ددددددص  دددددد ك صد   دددددد   بصم ددددددص باب    د 
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