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ABSTRACT 

Cervical Cancer (CC) is the second most frequent malignancy in women worldwide, with a 60 % mortality rate; 

it is the leading cause of death worldwide. The majority of cervical cancer deaths occur in less developed 

countries where there is a lack of screening programs and sensitization about the disease. CC cannot be 

detected in its early stages, since it does not reveal any symptoms and has a long latent period. Accurate staging 

can aid radiologists in providing effective therapy by utilizing diagnostic methods such as MRIs. In this paper, 

two approaches are proposed. The first consists of introducing an automatic system for early detection of CC 

using image processing techniques and axial, sagittal T2-weighted MRIs for analysis to determine the 

pathological stage of tumour and identify the real impact of cancer, that will help the patient to be treated with 

high efficiency and properly. This detection process goes through three major steps; i.e., pre-processing to make 

the representation of MRIs significant and easy to be analyzed, then segmentation was performed by region 

growing and geometric deformable techniques to extract the region of interests (ROIs). In the next step, we 

extract two categories of features based on statistical and transform methods in order to describe our ROIs. At 

the final step, five classifiers were trained to classify the MRIs into two classes: benign or malign. The second 

approach aims to increase the performance of pre-trained Deep Convolutional Neural Networks (DCNNs) based 

on Transfer Learning (TL) used to classify our Female Pelvis Dataset (FP_Dataset) by adopting the stacking 

generalized method that provides a more efficient and robust classifier. Data augmentation is a pre-processing 

method applied to our MRIs and a dropout layer is used to prevent networks from overfitting in our small 

dataset. The results of experiments show that data augmentation and stacking generalization represent an 

efficient way to improve accuracy rate of classification. 

KEYWORDS 

Cervical cancer, MRI, Segmentation, Features, DCNNs, Transfer learning, Stacking, Classification. 

1. INTRODUCTION

Cervical cancer is ranked 4th among the world’s female cancers. About 500 000 cases of cervical 

cancer [1], 200 000 cases of cancers of the body of the uterus and 200 000 cases of other 

gynecological cancers, such as ovaries, vulva and vagina, appear each year [1]. In Morocco, uterine 

cancer is ranked 2nd among female cancers in Moroccan women, with more than 3300 new cases and 

2500 deaths per year [2].Cervical cancer is characterized by uncontrolled proliferation of abnormal 

cells that can invade and damage normal tissue [3]. The majority of cervical cancers originate in the 

cells that line the cervix. These cells do not transform directly into cancer; instead, normal cells in the 

uterus progressively develop precancerous changes that can turn into cervical cancer. The incidence of 

cervical cancer increases with age and reaches a stage from age 50; the main cause of CC is due to a 

sexually transmitted infection: Human Papillomavirus (HPV).In most cases, this infection is 

eliminated naturally in about 80% of women and in 10% of women this virus can cause precancerous 

lesions that can develop into tumours. Other causes that can lead to cancer include smoking, 

suppression of the body’s immune system…etc. As mentioned above, CC has no symptoms. 

Therefore, as part of prevention, women should perform a Pap Smear test, which is a widely used 

colposcopy to check the uterine and vagina. This test can identify abnormal and irregular cells on the 

cervix and helps detect the cancerous tissues at an early stage. 

In this work, we will take the following technical route: we will represent the state-of-the-art in the 

related work section, the proposed approaches, which are divided into two subsections; the first 

depicts approaches based on image processing techniques and the second on Deep Convolutional 

Neural Networks (DCNNs), the evaluation of the different proposed approaches in the experimental 

results section and finally the conclusion. 
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2. RELATED WORK 

MR image interpretation for the diagnosis of female pelvis part is a time-consuming, sensitive and 

hard complicated task due to different characteristics, such as size, shape and texture. To overcome 

this problem, two different categories of pre-treating, segmenting and classifying techniques exist. 

2.1 Classical Methods 

To detect and classify Cervical Cancer (CC), several works have been carried out using colposcopy 

images to observe cell change and X-ray techniques to analyze tissues and tumour extension in case of 

their presence. Among these works, we find the following: Bethanney et al. [4] suggested an automatic 

cervical cancer diagnosis method based on texture descriptors and SVM multiclass classification 

(Support Vector Machine). Their work is divided into four stages: Pre-treatment, in which MRIs are 

pre-treated by removing undesired noises and other factors by equalizing the histogram and increasing 

the contrast, as well as using a nonlocal means filter. In the segmentation phase, the authors used the 

region growth method to extract ROIs; in the description phase, a gray level co-occurrence matrix was 

used to extract significant features about ROI texture; and finally, multiclass SVM was used to classify 

data into non-cancerous, benign and malignant. 

Mithlesh et al. [5] work revolves around the use of Pap Smear images to perform automatic 

approaches to determine the shape, size and texture of the nucleus of the cell; their work is divided 

into three stages: Pre-processing, segmentation and classification. The Pap Smear images are 

converted to grayscale and in order to extract the nucleus from the cytoplasm, the borders must be 

highlighted with contrast enhancement before using the Gaussian filter to reduce noise. To extract the 

ROI, several thresholds are utilized that vary depending on the input image; the image gradient is 

calculated to define the boundaries of the nucleus and then the morphological operators are used to 

clean the segmented image. They extracted the nucleus properties for the classification phase during 

the description step and the characteristics used are: number of nuclei in the image, area, compactness, 

major axis, minor axis, aspect ratio and eccentricity. They used the Support Vector Machine to classify 

their data into three different classes, CIN1, CIN2 and CIN3.  

Robert et al. [6] also employed Pap Smear images to construct an automatic detection system in order 

to eliminate difficulties caused by interpretation under the microscope; their work was divided into 

four phases: They used a Kernel of 3*3 for pre-processing and to determine the optimal kernel 

coefficients, they used a genetic algorithm with a repeat of 50 to 100 iterations, followed by a 

convolution procedure to obtain a noiseless image. After transferring the improved image (RGB) to 

the HSI space, the segmentation stage employs mathematical morphological operators. In the feature 

extraction or description step, five features are extracted: energy, local variation, correlation, entropy 

and homogeneity. Finally, in classification, they used the K-means method to classify the input image 

as normal or abnormal based on the extracted characteristics. 

The work [7] comprises the identification and categorization of cervical cancer utilizing MRI scans, 

with the following workflow: Preprocessing; this phase allows for the enhancement of MRI image 

intensities via gamma correction and the probability of pixel luminance distribution. Then, the authors 

adopted Otsu thresholding for segmentation, which was based on thresholding by determining an ideal 

grey level to separate the ROI from its background. In the feature extraction step, they used gray level 

co-occurrence, contourlet features and Gabor features matrix. At least, the classification step consists 

in classifying the data into normal or abnormal based on the Support Vector Machine (SVM) 

technique. Sajeena et al. [8] proposed an automated method for the identification of cervical cancer by 

segmenting and classifying cervical cells; their paper is provided in four steps: Image acquisition for 

Pap Smears, then noise reduction using the non-local means filter to improve the visual quality of the 

image. Then, the K-means clustering method is used to partition the cell to cytoplasm, nucleus and 

background and the Radiating Gradient Flow (RGVF) snake is conducted. Six features are calculated 

from the extracted ROI: Area, compactness, major axis, minor axis, aspect ratio and nucleus 

homogeneity. Finally, classification is used to classify the data as normal or abnormal, with three 

different classifiers. 

2.2 Deep-learning Methods 

The last years, deep-learning model (Convolutional Neural Network) achieved a big success in 
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analyzing and classifying biomedical images that were being seen in health-care systems for detecting 

tumours, like lung nodule classification, breast cancer detection, identification of skin disease, …etc. 

In order to get a stable, fast and accurate model Transfer learning technique is used to improve CNN 

architecture.  

In [12], Almubarak et al. used CNN to classify squamous epithelium into 4 grades of Cervical 

Intraepithelial Neoplasia (CIN) by dividing the epithelium into 10 segments and each segment into 3 

parts (top, middle, bottom); then, they used a Deep Neural Network which consists of 32 filters with 

limited epochs and obtained a gained accuracy rate of 77,25%. Sun et al. [13] adopted random and 

hybrid decision tree to classify the cancerous images (Pap Smear images) into two classes: normal or 

abnormal, where the accuracy rate was 94.4%. 

Antonios Makris et al. [14] proposed using Deep Convolutional Neural Networks to classify COVID-

19 using a variety of pre-trained models including Xception, InceptionV3, MobileNetV2, VGG16, 

VGG19 and NasNetLarge. The dataset is divided into three classes: Covid, Normal and Pneumonia, 

which are classified using chest X-ray images that were split into 80 % and 20% for training and 

testing, respectively, with 35 epochs, a learning rate of 1e-3 and a batch size of 8.The best accuracy 

was 95.88% when using VGG16 as a fine-tuned pre-trained model.  

The authors of [15] used deep learning to create a diagnostic system for cervical squamous 

intraepithelial lesions. They collected data to create three deep-learning models. The first step in this 

work consists of pre-processing data by resizing all images into 512*512 pixels and dividing them into 

100 categories by K-means and randomly relocating them into three sets (training set, validation set 

and test set). The second step is based on transfer learning technique using ResNet pre-trained model 

on ImageNet dataset to improve the efficiency of the proposed techniques, in order to classify images 

into two groups. Their proposed approach obtained an accuracy rate of 84.10% with an AUC of 0.93 

and for evaluating segmentation, the DICE metric was used and they obtained an average accuracy of 

95.59%. The authors proposed two deep-learning CNN architectures to detect cervical cancer based on 

colposcopy images in [15]. The first is the pre-trained VGG19 model, which achieved an accuracy of 

73.3% and the second is CYENET, which achieved an accuracy of 92.3%. 

In [9], Saumaya et al. improved and fine-tuned the EfficientNetB3 model to classify malignant skin 

lesions by comparing several pre-trained models, such as ResNet50, InceptionV3, InceptionResNetV2 

and EfficientB0-B2 models. Their proposed model achieved an accuracy of 87.12%, a recall of 

87.12%, a precision of 87.12% and an F1-score of 85.12%. In [10], a modified K-means is suggested 

to extract the region of interest from mammography, followed by textural features retrieved using 

GLCM and Gabor and CNN features extracted using the pre-trained model InceptionV3 after simple 

pre-processing and cropping. Cross-validation is used to assess the quality of the retrieved features 

using five different classifiers; namely, SVM, KNN, MLP, RF and NB. 

3. THE PROPOSED APPROACHES  

The proposed approaches are presented in this section by explaining each stage of the computer-aided 

diagnostic system of the first approach that has some objective to finally achieve the obtained results 

and those can be obtained by adopting and applying different techniques, such as noise removal, 

filtering and contrast enhancement in the pre-processing step. Similarly, the image segmentation step 

consists of extracting the ROIs, followed by feature extraction and selection to obtain significant 

characteristics that better define our ROIs. Finally, we go to the classification step to categorize our 

female pelvis dataset as malign or benign. Due to a lack of female pelvis MRIs, we chose a deep 

convolutional neural network with transfer learning as our second strategy in order to increase the 

learning capability of the suggested model and develop a meta-learner that improves the performance 

of our proposed model. In the next subsections, we will go through each stage of each proposed 

approach in further detail. 

3.1 First Proposed Approach 

To increase the chances and possibilities of detecting cervical cancer in early stages, we have proposed 

two approaches based on the analysis and interpretation of MRI images. The female pelvis MRIs used 

in this work are collected from different web sources. In this paper, we worked with two slices of the 
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pelvic part: axial and sagittal, which allowed us to better visualize the tumour in order to extract it and 

place it in its most appropriate pathological stage, with the aim of enhancing the chances of survival 

and healing. 

 

Figure 1. Block diagram of the first proposed system. 

Figure 1 depicts the global schema of our first proposed detection system based on image processing 

techniques taking place in four steps. 

1) Pre-processing: Denoising and enhancing borders of structures and tissues in order to get a

better visual quality of MRI scans for further phases.

2) Segmentation: Consists of extracting the region of interests (ROIs) or tumoral zones using

two different approaches: Distance Regularized Level Set Evolution (DRLSE) and Region

Growing-based Gradient. Those techniques are largely used for image analysis in many fields,

such as segmentation of brain tumours using LevelSet evolution [16], automatic detection of

man-made objects from aerial and satellite images based on LevelSet evolution [17],

automatic image segmentation by integrating color-edge extraction and seeded region growing

[18] and adaptive region growing technique using polynomial functions for image

approximation [19].

3) Feature Extraction: Crucial step for separating beneficial characteristics from the extracted

ROIs.

4) Classification: Final step of the process of detection and classification by categorizing our

female pelvis dataset into malignant or benign.

Detection of cervical cancer is a complicated task that requires high precision in detection to stadify 

our Female Pelvis MRIs, which is why we have proceeded with a pre-processing step to improve the 

MRIs quality and then we select our ROIs as is required in the segmentation step using two different 

approaches as cited above; region-based technique by implementing region growing method, which is 

simple, fast and computationally inexpensive. The second segmentation strategy was based on 

boundary or contour to recognize abrupt changes in grayscale images. These algorithms are versatile 

in recognizing ROIs by respecting their morphology that will help us in further steps. 

3.1.1 Pre-processing 

MRI images of the pelvic area are altered by a variety of noise leading to inaccuracy in the detection 

of cervical cancer and this is due to a variety of factors during the process of imaging the pelvis, such 

as the influence of contrast, temperature and other factors like the technics problem in the machines 

during the capturing which affects the MRI by a blurring which does not allow a better visualization of 

the different regions of the pelvis. In order to remedy these alterations and enhance the visual quality 

of images to be more useful and usable and to increase the efficiency of our different proposed 

approaches, we have to go through an essential phase which is pre-processing. In this study, it is 

essential to have information on the edges to be able to retrieve the region of interest (ROI); for 

example, we have filters such as the averaging filter that smoothes the sudden change in illuminance 

on the borders, which is not perfect for our case study, so we chose to use a non-linear filter that 

removes Gaussian noise while keeping the edges, which will give us a clearer image that is easier to 

analyze and interpret. It is the bilateral filter. 

    (a) Original image                (b) Pre-treated image 

Figure 2. Pre-processing phase based on bilateral filter. 

Input MRI 

Scan

Pre-processing Pre-segmentation

Edge/Region-based 

SegmentationFeature Extraction Classification 
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Bilateral Filter (BLF) [21]-[22]: The basic idea of this filter is to add weights to the Gaussian 

convolution taking into consideration the distance between pixels in the illuminance space. This filter 

is used for noise reduction and image enhancement; this filtering technique is adapted to our MRI 

images by preserving their disjunctions to separate the images into different regions [16]. It consists in 

filtering the MRI images of the pelvis while keeping the abrupt change of intensities between the MRI 

structures (the edges). 

Contrast Adjustment 

MRI images of the pelvic area are pre-treated with the bilateral filter (BLF) to remove the noise 

existing in the images while keeping the edges of the different parts composing the pelvis. Then, we 

move on to another problem that arises when taking MRI scans, which is the contrast. To limit the 

impact of this problem, we must adjust it to improve the clarity of our data and facilitate the execution 

of the next steps of our proposed detection system. MRI images are enhanced using an innovative 

strategy of adjusting the image intensity; the imadjust function is used to transform the intensity of 

images to enhance the appearance of the pelvis regions for better quantification results. This function 

is given by 𝐽 = 𝑖𝑚𝑎𝑑𝑗𝑢𝑠𝑡(𝐿, [𝐿𝑜𝑤𝑖𝑛 𝐻𝑖𝑔ℎ𝑖𝑛], [𝐿𝑜𝑤𝑜𝑢𝑡 𝐻𝑖𝑔ℎ𝑜𝑢𝑡], 𝑔𝑎𝑚𝑚𝑎) in Matlab [23]; it consists

into mapping the intensity values for the input image to new values (J between 𝐿𝑜𝑤𝑖𝑛  𝑎𝑛𝑑  𝐻𝑖𝑔ℎ𝑖𝑛 

mapped to values between 𝐿𝑜𝑤𝑜𝑢𝑡  𝑎𝑛𝑑  𝐻𝑖𝑔ℎ𝑜𝑢𝑡); as a default, 1% of the data is immersed at both low 

and high input image intensities [24]. If gamma is greater than 1, the mapping goes toward dark output 

values. In this work, gamma value is set to 1 which is the default value and it gives desired results for 

our MRI data of the pelvis. 

Pre-segmentation: Initialization Phase 

In the field of cervical cancer detection, the authors proposed in this work [25] an initialization phase 

before proceeding to the segmentation based on the K-means algorithm. Using this algorithm, we 

observe that the different structures of the pelvis are better contrasted and the borders of the 

neighboring structures are clear. For the axial oblique section, it is divided into 5 essential regions 

(uterus, rectum, bladder, pelvic floor muscles and the tumour if present) as well as for the sagittal 

section (uterus, ovaries, rectum, acetabulum and the lesion if present).Figure 3 illustrates the results 

obtained for the pre-segmentation phase. 

Segmentation Step 

Image segmentation is a critical and crucial step in image analysis, especially for medical images 

where the information to be extracted is very important and where any loss of information can modify 

the final decision. It consists of dividing an image into regions or categories, which correspond to 

different objects or parts of objects. The interest of this segmentation is to be able to manipulate these 

regions via high-level processing [26] to extract their shape characteristics (i.e., distance, position, 

size, …etc.). Segmentation methods are classified according to two properties: similarity and 

discontinuity. Based on these properties, image segmentation is defined by two categories: edge-based 

segmentation and region-based segmentation. The region-based segmentation divides an image into 

similar areas of connected pixels. In our study, we were based on the region growing method and for 

edge-based or discontinuity-based techniques, we were based on the regularized distance of level set 

evolution. In the segmentation step of our proposed detection system, we extract the ROI which is the 

cervical tumoral zone, the region where the cancer is present and where it has spread too. More details 

are given in the following sections.  

       (a) Pre-treated sagittal         (b) Initialization                (c) Pre-treated axial              (d) Initialization 

Figure 3. Sagittal and axial image initialization by K-means algorithm. 

Geometric Deformable Model 

Geometrical method is a model based on the curve evolution technique. The curves are always 
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 evolving towards the normal direction. Geometrical snakes are represented implicitly [24] as the zero- 

level set of the surfaces with higher dimensions [27]. The update is performed on the surface function 

in the entire image domain. 

Level Set Method (LVS): LVS is presented by Osher and Sethian [28]. It is the surface that intersects 

the plan and gives us a contour. LVS is the formulation of active contours; this surface is updated with 

forces derived from the images. In 2D, the curve around the object to be segmented or extracted 

evolves depending on the internal and external forces. 

 Internal forces: Defined in the properties of the curve; preservation of the smooth appearance

of the curve during its deformation.

 External forces: Defined from the image; curve deformation according to the characteristics

of the image.

In 3D, the level set (LSF) function incorporates this curve as a zero-level set, which means that it is a 

surface ∅ with no height ∅ = 0. Moving fronts are noted by C represented by the zero level 𝐶(𝑡) =
{(𝑥, 𝑦)/∅(𝑥, 𝑦, 𝑡) = 0} of the level set function ∅(𝑥, 𝑦, 𝑡) = 0. The main idea of this technique is to 

place a contour in an image which deforms until it achieves an optimal position and shape. A point 

𝑥 = (𝑥, 𝑦) belonging to the front of the surface evolves over time, so we denote by 𝑥(𝑡) its position. 

For each point 𝑥(𝑡)  on the front has by definition no height, thus: 

∅(𝑥(𝑡), 𝑡) = 0        (1) 

Level set methods are represented by a partial differential equation (PDE) to determine the position of 

 ∅ at any time t, where the PDE is as follows: 
𝜕∅

𝜕𝑡
+ 𝐹|∇∅𝑡| = 0     (2) 

The level set method is used to solve several problems in different research fields, such as medical 

imaging, engineering fields, …etc. The application of LevelSet Standard methods suffers from 

irregularities of the Level Set Function (LSF) during evolution. The PDE can develop a sharp or flat 

shape during evolution, which makes the calculations very inaccurate  that necessitates a 

reinitialization; the latter is executed by periodically stopping the evolution and reshaping the 

degraded LSF as a signed distance function; the distance signed 𝑧 = ∅(𝑥, 𝑦) is a surface the plane 

tangent of which makes an angle of 45° with 𝑥𝑦 in the plane and the 𝑧 axis. This condition is verified 

by the property of the distance signed |∇∅| = 1 [29]. The disadvantage of a reinitialization is that it 

affects numerical accuracy, which is why PDE is converted into a variational levelling [30] technique 

based on energy minimization, useful for adding external shape, color or texture information to the 

model. 

Distance Regularized LevelSet Evolution (DRLSE) 

For the segmentation of MRI images of the pelvic part, we use information provided by the edges to 

determine the external energy; the distance regularization method for the evolution of levelSet 

(DRLSE) [30] consists in determining a convolution function that smoothes and reduces the noise in 

the image. This function g always takes minimum values on the edges of an object against other 

regions. The formula of the convolution function is represented as follows: 

𝑔 ≜
1

1+∇𝐺𝜎∗𝐼
        (3) 

where 𝐺𝜎 is the Gaussian kernel with a standard deviation 𝜎 and I is the image to be segmented 

defined on a domain Ω. The definition of functional energy is as follows: 

𝜀(∅) = 𝜇𝑅𝑝(∅) + 𝜆𝐿𝑔(∅) + 𝛼𝐴𝑔(∅)    (4) 

where 𝜇 > 0 is a constant and 𝑅𝑝(∅) is the term of regularization of level set; its formula is defined as 

follows: 

𝑅𝑝(∅) ≜ ∫ 𝑝(∇∅)𝑑𝑥  (5) 

where p is a potential; 𝜆 > 0  and 𝛼 ∈ 𝑅 are the coefficients of the functional energies 𝐿𝑔(∅)  and

𝐴𝑔(∅).

The DRLSE (Distance Regularized Level Set Evolution) approach is used for the segmentation and 

extraction of the region of interest. In our case study, it shows a great efficiency, since it respects the 

edges and the geometric shape of the ROI given the high importance of the latter for staging. The 
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obtained results for segmenting axial and sagittal MRIs of the cervix by the DRLSE are shown in 

Figure 4 and Figure 5, respectively. 

(a) Pre-treated MRI (b) Segmented image   (c) Binary image 

Figure 4. Segmentation of axial MRI by DRLSE approach. 

(a) Pre-treated MRI                         (b) Segmented image (c) Binary image 

Figure 5.  Segmentation of sagittal MRI by DRLSE approach. 

As shown from Figures 4 and 5, the pelvic parts or the suspected tumoral cervix zone is well limited 

by the red curve as presented in the figures, which delimits and fits too well the cervical tumoral parts 

to keep only the extracted ROI. As shown in Figures 4 (c) and 5 (c), we apply a simple thresholding to 

previously segmented images. We can notice from these results that the segmentation of cervical MR 

images by DRLSE approach gives a good separation of ROI with fine and better localized contours. 

Region-based Techniques 

Region growing method allows to group in an iterative way connected regions whose union respects a 

property of homogeneity; it is a tool used for image segmentation introduced by ZUCKER and it has 

been used repeatedly for the segmentation of medical images [17]. In this paper, new algorithm of 

segmentation based on the gradient and the seeded region growing for cervical cancer is introduced to 

extract the malignancy from the MRI images, so first we calculate the gradient of the pre-treated and 

initialized MRI in order to determine the edges of different parts that compose the MRI perfectly and 

to avoid the problem of over-segmentation caused by the selection of seed points. There are several 

edge detection algorithms; the most popular and used are Canny, Sobel and Prewitt. Commonly, the 

gradient of an image is computed by convolving the image with kernel (filter mask) yielding the image 

derivatives in x and y directions. The magnitude and direction of the gradient can then be calculated 

using those derivatives. The region growing technique is our second approach, since it allows us to 

segment the image well and extract the lesion with precision, always keeping its geometric shape as 

we have already mentioned in the first approach, since the geometric shape is very important for the 

next phase (classification). The results of this approach are illustrated in Figures 6 and 7 for axial and 

sagittal MRI cervix images, respectively.  

    (a) Pre-treated MRI  (b) Segmented MRI          (a) Pre-treated MRI        (b) Segmented MRI 

    Figure 6. Segmentation of axial MRI by         Figure 7. Segmentation of sagittal MRI by 

        RG-based gradient.     RG-based gradient. 

3.1.2 Feature Extraction 

In order to extract beneficial characteristics from the image, we should go through feature extraction 
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or descriptors, where selecting features helps in the classification, clustering or prediction step by 

representing our data in a better way .It consists in finding the most compact and informative set of 

features by measuring properties like color, texture or shape of the whole image or sub-image that is 

represented in our study by the region of interest (ROI) or the tumoral zone.  

During this work, we choose Gray Level Co-occurrence Matrix (GLCM) [31], which is a statistical 

tool that extracts second order texture data from image as texture analysis is well adopted to the 

monitoring of disease and for characterizing the lesions [32].Also, we proceed to the utilization of 

Local Binary Pattern (LBP) that characterizes the texture present in the image in the gray levels by 

attributing to each pixel of the image a value that describes or characterizes  the local binary pattern 

around this pixel [33].Among the approaches of texture analysis, there are techniques based on 

transform methods, such as Discrete Cosine Transform (DCT) [34] that allows the change of the 

field of study while keeping exactly the same studied function. In our work, we study MRIs; which 

means a 3-dimensional function: X and Y, indicating the pixel and Z the value of the pixel at this 

point. The features extracted from the region of interest (ROI) are depicted in the following table. 

Table 1. Summary of image features extracted. 

Feature Feature description 

DCT  a1, a2 

LBP l1, l2, l3, l4, l5, l6, l7, l8, l9, l10 

GLCM  g1, g2, g3, g4, g5, g6, g7, g8 

MAX Length of major axis of the extracted ROI 

A Total number of pixels in the ROI 

C Compactness(
𝑃2

𝐴
), where P is the perimeter and A is the area of the ROI 

3.1.3 Classification Step 

Classification plays an important role in medical applications. In this section, we have outlined the 

classification of cervical cancer. The CC detection is a very challenging task as this cancer occurs 

without revealing any symptoms. In this paper, five classifiers including Random Forest (RF) [35], 

Artificial Neural Network (ANN) [36], Decision Tree (DT) [37], K-nearest neighbour (KNN) [38] 

and Gradient boosted tree (GBT) [39] are applied to figure out the appropriate classification of our 

data. Before the step of classification, we should go through the normalization, because it makes data 

have the same scale, so each extracted feature is equally important; if we forget to normalize, one of 

our features might completely dominate others. In our case, we choose using Z-score normalization 

by adopting the following formula: 

Figure 8.  Block diagram of the proposed approach of classification. 

𝑍𝑠𝑐𝑜𝑟𝑒 =
𝑣𝑎𝑙𝑢𝑒−𝜇

𝜎
(6) 

where 𝜇 is the mean value of the feature and 𝜎 is the standard deviation of the feature. This technique 

shows a good result, as it can handle outliers. The schema below depicts the CC classification process. 

3.2 Approaches to Classification-based Deep Learning  

The second proposed approach is based on Convolutional Neural Networks (CNNs). It consists of 

adopting an ensemble model [46] designed by collaborating six different transfer learning techniques; 

i.e., NasNetLarge, Xception, VGG16, ResNet152V2, MobileNetV2 and InceptionResNetV2.

Ensemble learning leads to augment the classification rate, which leads us to get a powerful approach 

by remedying the problem caused by the high variance that occurs from the stochastic nature of the 

neural networks in training. The ensemble learning approach proposed in this work is called stacking 

generalization or stacking, where a new model learns how to better combine the predictions from the 

different sub-models. It enhances the learning system's generalization ability; the base learners or 

Extracted Features Normalization

(Z-score)

Best Features selection according 

to each classifier (Forward 

selection)

Partitionning Data 

(cross-validation) 
Classifiers Decision (Benign/Malign) 
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classifiers can be chosen or generated in two manners: The dataset is identical to the various learning 

algorithms (heterogeneous learners) or the other way around (homogenous learners). The stacking 

procedure goes through two steps: 

 Level 0: learns to make predictions from training dataset (inputs).

 Level 1: takes the outputs of the proposed sub-models as input and the meta-learner makes

predictions from this data. 

3.2.1 Convolutional Neural Networks 

CNN models perform in a better way in various domains, such as industry, agriculture, detection and 

classification of medical diseases. The conception or the architecture of CNNs clones the visual cortex 

system of humans [48]-[49]. It consists of three main steps; the first is convolutional layers, the second 

is the pooling layer and finally the fully connected layer that are mandatory layers; the secondary 

layers  are depicted by the dropout layer which is used to overcome overfitting during training and the 

normalization layer; those layers are exploited to increase CNN model performance. The two first 

layers (convolutional and pooling layers) are in charge of learning to extract the essential features by 

applying a window size named kernel that convolves  the image to extract significant and important 

features that will be used in the classification tasks and the last one (fully connected layer=FC) does 

the classification.  

In this paper, we took six different types of Deep Convolutional Neural Networks (DCNNs) as cited 

above that have been pre-trained on natural image dataset (ImageNet) whose weight is used in 

Transfer Learning experiments. The Softmax function is implemented at the final layer (FC) to output 

the predicted probabilities to determine the class of the female pelvis MRIs. 

3.2.2 Transfer Learning 

It is often difficult to get a large dataset in the medical Imaging field; the data for CC_MRIs is much 

lesser. DCNNs cannot learn in a better way the small Dataset; it requires a huge one to train the model 

in order to provide better results. DCNNs with small dataset lead to overfitting; it occurs when the 

noise of data is captured by the model and it arises when this latter fit the data too well due to small 

dataset. All these problems can be resolved by Transfer Learning (TL) techniques.TL uses pre-trained 

DCNNs in two ways; first, they are used for feature extraction and then  the important knowledge is 

guarded and used by another model designed for classification. The second one is a more sophisticated 

technique, where some specific modifications are made to the pre-trained model to achieve good 

results. These modifications include architecture and hyper parameter adjustment. It is important to 

use the knowledge gained when we solve a problem of natural image recognition to solve different 

problems of medical image classification. TL or fine tuning is used to enhance the efficiency of 

DCNNs as cited above; it comprises removing the last fully connected layer of the pre-trained model 

on ImageNet, since the outputs are 1000 classes to adapt them to our desired output (two classes= 

malign/benign). 

In this proposed approach, we use Adamx optimizer and the categorical cross-entropy loss function to 

train the model on our MRIs.We adopt this TL technique, because our female pelvis dataset is small 

and this latter will help us in improving classification rate to get an efficient model of female pelvic 

MRI classification. To treat the lack of screening MRIs, we use an important technique which aids in 

enhancing our dataset; it is data augmentation. 

3.2.3 Data Augmentation 

Data augmentation is the most common method that reduces overfitting. It is used to artificially 

expand the size of dataset by creating modified versions of MRIs to improve the ability of the fit 

models to generalize what they have learned from new images. In this paper, the approach of 

augmentation is a pre-processing step, which means a geometrical transform of the image, such as 

random flip horizontally and vertically, random rotation within 45°, horizontal shear within 0.2 times, 

the image width, height and zoom within 0.2 times. 

3.2.4 Methodology of the Second Proposed Approach 

The scheme in (Figure 9), illustrated a diagram of the second proposed pipeline by presenting how we 

stacked different machine learning algorithms to improve the prediction rate for FP_Dataset. 
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Figure 9. The second proposed pipeline's detailed system. 

The following algorithm summarizes the different steps of our proposed approach for FP_Dataset 

classification. 

Algorithm1: Pseudo-code of the Stacking Generalization based Cervical Cancer Classification 

1: Input: Training FP_Dataset with Malignant and Begnin cases D= { (𝑥1, 𝑐1),( 𝑥1, 𝑐1), … . , (𝑥𝑛, 𝑐𝑛)}

2:              Base level classifiers 𝐶1, … , 𝐶𝑘

3:              Meta level classifiers �̂�1, �̂�2, �̂�3 

4: Output: Trained ensemble classifiers �̂�1, �̂�2, �̂�3 

5: BEGIN 

6: Step1: Train base learners by applying classifiers 𝐶𝑖 to FP_Dataset.

7:   for i=1, …, k  do 

8:         𝐵𝑖 =  𝐶𝑖(𝐷)
9: end for 

10: Step 2: Construct new Dataset of predictions �̂� 

11: for j=1, …., n do 

12:     for i=1, …, k do  

13: % use 𝐵𝑖  to classify training sample 𝑥𝑗

14:           𝑧𝑖𝑗 = 𝐵𝑖(𝑥𝑗)

15:      end for 

16: �̂�= {𝑍𝑗 , 𝑐𝑗}, where 𝑍𝑗= {𝑧1𝑗 , 𝑧2𝑗 , … . , 𝑧𝑛𝑗}

17: end for 

18: Step 3: Train a Meta level classifiers 

19: �̂�𝟏=�̂�1(�̂�)

20: �̂�𝟐=�̂�2(�̂�)

21: �̂�𝟑=�̂�3(�̂�)
22: Return �̂�𝟏, �̂�𝟐, �̂�𝟑 

In the following paragraphs, we provide a summary of the different deep convolutional neural 

Networks used in this paper. 

Xception: The Xception network was introduced by Chollet in 2017 [47]. It is a DCNN that stretches 

the inception concept to extremes; it introduces new inception layers that are created by depth-wise 

convolutions that are alternatives to classical convolutions and much more efficient in terms of 

computation times. The input format of images is 299*299. This network has a depth of 126 with 36 

convolutional layers to extract features and a global average pooling layer is adopted to replace the 

fully connected layers in order to reduce the number of parameters. Then, the activation function 

Softmax is used to output predictions. 

VGG16: VGG16 is a DCNN proposed by K. Simonyan and A. Zisserman (the visual geometry 

group). It has a depth of 16 [40] weight layers; it achieves an excellent accuracy on the ImageNet 

classification and on image recognition dataset. The input images format is 224*224, then the filters of 

3*3 are applicated in all convolutional layers in order to reduce the number of parameters. 

MobileNetV2: MobileNetV2 is an architecture proposed by Google to run on mobiles and an 
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embedded system [11]. In order to reduce the trainable parameter number, depth-wise separable 

convolutions are adopted in MobileNet architecture. Depth-wise separable convolution divides the 

kernel into two small kernels; one for depth-wise convolution and the other for point-wise 

convolution. This technique of dividing kernels helps in reducing the computational cost. In this work, 

the pre-trained MobileNet model on ImageNet dataset is imported. It uses an input image of 224*224 

and a depth of 88. 

InceptionResNetV2: InceptionResNetV2 is an architecture based on InceptionV3 [12] and 

Microsoft's ResNet [13]-[14]. It combines the properties of both. This architecture is used as a high-

level feature extractor which provides information about the image content that can help to 

characterize the information contained in our MRIs to better classify them. This model is adopted for 

extracting features and for classification. It has an input image format of 299*299 and a depth of 572. 

NasNetLarge: NASNet architectures can be tuned using the reinforcement learning search method by 

introducing a new concept of normal cell and reduction cell. The NasNetLarge architecture is designed 

specifically to train on large datasets. Since training on large datasets is expensive and resource-

intensive, the search for an architectural block is performed on a small dataset and then the block is 

transferred to a larger dataset using the NASNet search space. The key aspect of NasNetLarge 

includes the ScheduledDropPath regularization technique that significantly improves the 

generalization of NASNet models. 

ResNet152V2: Residual Networks (ResNet) [50] were proposed as a family of multiple deep neural 

networks with similar structures, but with different depths. ResNet introduces a structure called 

residual learning unit to alleviate the degradation of deep neural networks. The main merit of this unit 

is that it produces better classification accuracy without increasing the complexity of the model. The 

difference between ResNet152V2 and the original V1 is that V2 uses batch normalization before each 

weight layer. In the field of image recognition, it has a strong performance that justifies our selection 

among ResNet by Resnet152V2 as it achieves the best accuracy. 

We have modified the pre-trained architectures of Xception, VGG16, MobileNetV2, 

InceptionResNetV2, NasNetLarge and ResNet152V2 by adding dense layers with ‘relu’ activation, 

dropout and SoftMax layers with two outputs (malign/begnin). We implement our methods using 

Keras library and Tensorflow. For our experiments, we load weights of the pre-trained CNNs given by 

Keras. In the following part, we focus on machine-learning algorithms adopted as Meta learners to 

increase the classification rate. 

Adaptative Boosting: Adaptative boosting (Adaboost for short) algorithm is a technique used as an 

ensemble method in machine learning. The reason behind the name of this algorithm is that the 

weights are re-assigned to each instance by attributing higher weights to incorrectly classified 

instances. It is used to reduce bias as well as variance for supervised learning. As we said above, the 

main idea is to give more importance to the misclassified data points built by the first weak learner and 

then construct another weak learner based on the incorrectly classified data. The following formula 

represents the Adaboost algorithm: 

𝐹(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝜃𝑘𝑓𝑘(𝑥)𝐾
𝑘=1 )         (7) 

where, K: weak classifiers’ number, 𝜃: Weight of k-th weak classifier and 𝑓𝑘(𝑥): weak classifier.

Logistic Regression: Logistic regression is a linear model with binary output; it models the variable 

with a line for two dependent variables or hyperplane in case of more than two variables. The logistic 

operation is as follows: 

𝑝 =
1

1+𝑒−(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛) (8) 

where, p: the probability of success (the presence of malignancy), 𝛽0: the model intercepts and 𝛽𝑖: the

regression coefficients. 

eXtreme Gradient Boosting: eXtreme Gradient Boosting (XGB for short) is one of the approaches to 

construct ensemble-learning models. It is a tree ensemble model that is represented by a set of 

classification and regression trees (CARTs). The mathematical formula can be written in the following 

form: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖)𝐾
𝑘=1  (9) 

where, K: the trees number, f: Function in functional space F and F: Set of all possible CARTs. 
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The objective function that needs to be optimized (minimized) can be represented as follows: 

𝑜𝑏𝑗(𝜃) = ∑ 𝑙(𝑦𝑖, �̂�𝑖) + ∑ Ω(𝑓𝑘)𝐾
𝑘=1

𝑛
𝑖   (10) 

where, 𝑙(𝑦𝑖 , �̂�𝑖): training loss function and Ω(𝑓𝑘): regularized term.

4. EXPERIMENTAL RESULTS

4.1 Evaluation of Classical Methods 

To evaluate the performance of our computer-aided diagnostic system for cervical cancer (CC) 

detection and classification, we proceed by evaluating the segmentation and classification proposed 

techniques. 

4.1.1 Quantitative and Qualitative Evaluation of Segmentation 

The segmentation process is critical and must be completed appropriately by delimiting the target 

ROI. To validate this, we begin with a visual inspection, as illustrated in Figure 10. Respectively, the 

figure represents the segmentation of axial and sagittal MRI cervix images. The first column (a) 

represents the original cervix images to be segmented, while columns (b) and (c) represent the 

segmented images obtained by using KM-DRLSE and KM-RG, respectively. 

As reported previously, the two approaches give better segmentation by respecting and keeping well 

the geometric shape of ROI, although the region growing approach outperforms the DRLSE method 

by specifying the fine details of ROI structure as well as the affected tissues. The second evaluation 

relies on numerical evaluation based on SSIM (the structural similarity measure [42]) and ZSI (the 

Zijdenbos similarity index [43]) parameters. 

The measurements obtained for these two indices are given in the following table. 

Table 2. Evaluation of segmentation approaches. 

Experiments 
DRLSE RG 

SSIM ZSI SSIM ZSI 

Experiment 1 0,9429  0,8840 0,9306 0,8067 

Experiment 2 0,9863 0,7629 0,9845 0,5756 

Experiment 3 0,9535 0,8948 0,9524 0,8726 

Experiment 4 0,9359 0,8434 0,9269 0,7846 

Experiment 5 0,9700 0,8889 0,8684 0,8684 

Experiment 6 0,9664 0,7479 0,9650 0,7386 

   (a) Original MRI      (b) Segmented MRI by KM-DRLSE      (c) Segmented MRI by KM-RG 

Figure 10. Segmentation results by the proposed approaches. 
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SSIM and ZSI are close to one, indicating better segmentation accuracy. Table 2 shows the results 

obtained by using the cited evaluation metrics based on the proposed approaches KM-DRLSE and 

KM-RG. All of the similarity measures produce significant results for all of the values, but as shown 

in the table, KM-DRLSE outperforms KM-RG, indicating that KM-DRLSE is a powerful technique 

for extracting a tumoral zone from pelvic MRIs. 

4.1.2 Evaluation of Classification 

In this sub-section, we will evaluate the classification of pelvic MRIs. After selecting the best feature 

for each classifier, we proceed to the step of determining the measure ratings in order to assess 

classification. The results obtained for classification based on KM-DRLSE and KM-RG, respectively, 

are represented in Tables 3 and 4. 

Table 3. Evaluation of classification using KM-DRLSE. 

Classifier 
RF GBT KNN DT ANN 

Performance 
Accuracy 93,103% 93,103% 89,66% 86,21% 86,21% 

Recall 90% 80% 90% 80% 90% 

Specificity 94,74% 100% 89,47% 89,47% 84,21% 

Precision 90% 100% 81,82% 80% 75% 

F-measure 90% 88,89% 85,71% 80% 81,82% 

Table 4. Evaluation of classification using KM-RG. 

Classifier 
RF GBT KNN DT ANN 

Performance 
Accuracy 79,31%  79,31%  86,21%  86,21%  86,21% 

Recall 60%  60%  60%  80% 80% 

Specificity 89,47%  89,47% 100%  89,47% 89,47% 

Precision  75%  75%  100%  80% 80% 

F-measure 66,67% 66,67%  75%  80% 80% 

The RF and GBT classifiers perform the best in the approach based on KM-DRLSE with 93,103% of 

accuracy, while the approach based on KM-RG gives us a good result by using ANN, DT and KNN 

classifiers. 

4.2 Evaluation of the Second Proposed Approach 

In this sub-section, we evaluate the second proposed approach adopted to classify FP_Dataset by 

representing our experimental results. 

Cross-validation is a method of evaluation consisting in preventing overfitting and improving the 

model performance during evaluation. We evaluated the classification performance of the fine-tuned 

DCNNs with eight-fold cross-validation. This technique allows testing all of the datasets each with a 

total of eight verifications, which means that the 8th group is used for validation and the other seven 

groups combined are used for training. To provide comparable results, the same eight training and 

testing sets were kept in each method. 

4.2.1 Evaluation Metrics 

To quantify the model’s classification performance, evaluation metrics are used. Confusion matrix 

(CM) was employed, which included accuracy, precision, recall, specificity and F1-score. We 

calculate the following quantities while evaluating these measures: True Positive (TP), False Negative 

(FN), True Negative (TN) and False Positive (FP). 

After loading the image into the Python Image Library (PIL) format, we convert the PIL image into a 

Numpy array and we prepare inputs of shape (3,224,224), (3,299,299) and (3,331,331) according to 

each pre-trained CNN using Keras tools of pre-processing. 

Table 5 displays the averages of all evaluation metrics for the various convolutional neural network 

architectures used in our experiments. We can see that fine-tuned ResNet152V2 outperforms the other  
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Table 5. The averages of evaluation metrics achieved by each classifier during training and validation 

using the FP dataset (FP_Dataset). 

Fold Accuracy % Recall % Specificity % Precision % F1-measure% 

Xception 

1 61,53 86,88 25,58 60,50 57,25 

2 66,34 68,85 62,79 66,74 66,48 

3 75,96 88,52 58,13 76,29 75,19 

4 80,58 86,88 71,42 80,48 80,40 

5 81,55 95,08 61,90 82,97 80,75 

6 86,40 93,44 76,19 86,62 86,20 

7 90,29 93,44 85,71 90,28 90,25 

8 88,34 95,08 78,57 88,64 88,17 

Average 71,18 77,66 61,83 71,50 70,93 

Standard Deviation 9,70 8,11 17,30 9,97 10,63 

VGG16 

1 66,99 93,44 28,57 69,38 62,49 

2 83,49 85,24 80,95 83,56 83,52 

3 87,37 83,60 92,85 88,38 87,47 

4 92,23 91,80 92,85 92,35 92,25 

5 89,32 95,08 80,95 89,51 89,19 

6 93,20 90,16 97,61 93,73 93,24 

7 94,17 1 86,04 94,70 94,09 

8 92,23 96,66 86,04 92,39 92,16 

Average 87,37 79,62 80,73 88,0 86,80 

Standard Deviation 8,37 30,01 20,48 7,78 9,75 

InceptionResNetV2 

1 73,78 98,36 38,09 79,69 70,46 

2 85,43 90,16 78,57 85,39 85,34 

3 88,34 91,80 83,33 88,32 88,30 

4 93,20 90,16 97,61 93,73 93,24 

5 93,20 95,08 90,47 93,19 93,19 

6 92,23 98,36 83,33 92,67 92,11 

7 91,26 91,66 90,69 91,30 91,27 

8 94,17 98,33 88,37 94,37 94,12 

Average 88,95 94,23 81,30 89,83 88,50 

Standard Deviation 6,34 3,48 17,21 4,77 7,35 

MobileNetV2 

1 73,04 80,88 61,70 72,76 72,76 

2 82,60 89,70 72,34 82,63 82,38 

3 81,73 88,23 72,34 81,68 81,54 

4 82,60 86,76 76,59 82,53 82,54 

5 84,34 82,35 87,23 85,02 84,45 

6 91,30 92,64 89,36 91,30 91,30 

7 96,52 98,52 93,61 96,55 96,50 

8 93,04 97,01 87,50 93,17 92,99 

Average 85,64 89,51 80,08 85,70 85,55 

Standard Deviation 7,06 5,93 10,27 7,14 7,14 

NASNetLarge 

1 60 69,11 46,80 59,50 59,68 

2 65,21 55,88 78,72 69,38 65,26 

3 67,82 57,35 82,97 72,50 67,82 

4 78,26 94,11 55,31 79,94 77,06 

5 87,82 91,17 82,97 87,79 87,78 

6 86,95 94,11 76,59 87,24 86,75 

7 92,17 92,64 91,48 92,21 92,18 

8 94,78 97,05 91,48 94,80 94,76 

Average 79,12 81,42 75,78 80,41 78,91 

Standard Deviation 12,45 16,47 15,26 11,56 12,49 

ResNet152V2 

1 70,19 74,19 64,28 70,31 70,24 

2 91,34 90,16 93,02 91,57 91,38 

3 91,34 95,08 86,04 91,40 91,29 

4 91,34 100 79,06 92,45 91,13 

5 92,30 88,52 97,67 93,02 92,35 

6 94,17 98,36 88,09 94,37 94,12 

7 94,17 95,08 92,85 94,17 94,17 

8 98,05 100 95,23 98,11 98,05 

Average 90,36 92,67 87,03 90,675 90,34 

Standard Deviation 7,91 8,03 10,20 7,95 7,89 
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proposed five models with 90.36% average accuracy. Data augmentation helps and facilitates the 

DCNNs to learn the underground feature without the impact of rotation and scale; complicated 

transforms are not better due to the introduction of noise during feature extraction that leads to 

disturbing the learning process. The proposed stacked models have performed the best out of the state-

of-the-art pre-trained models. As a result, the proposed models have achieved accuracies of 99.56%, 

98.70% and 99.56% for XGB, Logistic Regression and AdaBoost as meta-learners, respectively. The 

suggested model’s validity is justified by the values of recall, specificity, precision, F-measure and 

AUC, as shown in Table 6. 

Table 6. Model’s validity. 

Accuracy Recall Specificity Precision F1-score AUC 

Xception 88,79 92,70 83,15 88,79 88,73 0,87 

VGG16 95,25 98,54 90,52 95,37 95,22 0,94 

InceptionResNetV2 93,53 100 84,21 94,17 93,42 0,92 

MobileNetV2 94,82 97,81 90,52 94,90 94,79 0,94 

NasNetLarge 94,39 95,62 92,63 94,39 94,39 0,94 

ResNet152V2 95,25 98,54 90,52 95,37 95,22 0,94 

XGB 99,56 100 98,94 99,57 99,56 0,99 

Logistic Regression 98,70 100 96,84 98,73 98,70 0,98 

AdaBoost 99,56 99,27 100 99,57 99,56 0,99 

Fine-tuned deep convolutional neural network architectures will produce better results, because they 

require less computation time than training a DCNN from scratch, allowing it to converge faster.  

The base learners required about ten minutes for training purposes. All of the pre-trained models used 

to identify our female pelvis MRIs achieved the highest accuracy value; nevertheless, given the 

importance of detecting cervical cancer at early stages, efforts can be made to improve the sensitivity, 

precision and accuracy scores. As a result, meta-learners are proposed. The proposed models utilizing 

stacking generalization outperform the base models with 99.56 %, 98.70 % and 99.56 % accuracy for 

XGB, LR and Adaboost, respectively, which is about 4% higher and an increased precision value, 

implying the correctness of the predicted results. The results show that the proposed stacking 

generalized approach yields a high specificity rate, signifying no false positive predictions. The system 

is more reliable when the specificity is high. 

Table 7. Hyper-parameter values. 

Hyperparameters values 

Learning rate 0.00005 

Optimizer Adam 

Batch size 32 

Epochs 5 

During the training process, the various hyperparameters used in this work were fixed. With a learning 

rate of 0.00005 and Adam as the optimizer, the batch size and epochs were set to 32 and 5, 

respectively, as cited in Table 7. 

Table 8. Comparative analysis between state-of-the-art and the proposed models. 

State-of-the-art Accuracy % Precision% Recall% F1-score% AUC 

ML algorithms (DT, RF, XGB) [52] 

DT : 93,33% 80 100 89 - 

RF : 93,33% 100 75 86 - 

XGB : 93,33% 0 0 0 - 

ML algorithms, Majority Vote [51] 94% 97% 97% - 0,97 

DenseNet121 and The Mutation-based Atom 

Search Optimization (MASO) algorithm [53] 
98,38% 98,58% 99,3% 98,25% - 

Proposed Ensemble Model 1:XGB 99,56 99,57 100 99,56 0,99 

Proposed Ensemble Model 2:Logistic 

Regression 
98,70 98,73 100 98,70 0,98 

Proposed Ensemble Model 3:AdaBoost 99,56 99,57 99,27 99,56 0,99 
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4.2.2 Comparative Analysis 

The experimental results show that the suggested ensemble models provide a significant rapid and 

effective solution in the cervical cancer detection field utilizing MRIs of female pelvis. Table 8 

compares the performance of existing models to that of the proposed models. The lack of data to train 

the models leads to models that are poor at generalization. To resolve this concern, we employed 

transfer learning, which reuses models trained on large datasets, such as ImageNet. We also attempted 

to make as minimum as possible false predictions. Considering the statistics presented in Table 6, the 

suggested ensemble models achieve better generalization and less false predictions by beating state-of-

the-art models. 

5. CONCLUSIONS

To sum up, this article presents two different axes to detect and classify cervical cancer using MRIs, 

the first based on image processing techniques passing through three essential steps: pre-processing, 

segmentation and classification of pelvic MRIs. To realize this objective, we propose also two 

different techniques of segmentation and a variety of descriptors and classifiers that show a high 

efficiency in extracting regions of interest (ROIs) confirmed due to the obtained values of the 

parameters of evaluation (ZSI and SSIM) that are close to 1, which means a better segmentation, 

followed by description and classification into benign or malignant. The experiments performed on 

our female pelvis dataset approve that the powerful approach of segmenting ROIs is based on KM-

DRLSE and Random Forest (RF) for the classification process after using the forward selection to 

pick only the most informative descriptors. The second axe uses deep transfer learning techniques to 

build classification models for classifying cervical cancer. Data augmentation pre-processing was 

performed to enhance our female pelvis dataset to overcome overfitting issues and six pre-trained 

models are employed. The accuracy rates obtained from Model1, Model2 and Model3 with 99.56%, 

98.70%and 99.56%, respectively, show that the proposed ensemble models are capable of detecting 

CC. 
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 ملخص البحث: 

راا دددداثةاشيوددددقاأ اددددقأ اأكدّلوددددتا ددددل ّا اكددددر اأكمط ددددا ا  عددددرط ا  لددددا ا ُّمددددياأكددددقط يعُددددرطانددددق الا

 يُ كدددددّاك  طاريدددددراأكدددددرطقليا%،ا يدددددي ةا دددددةا  لعدددددتاشندددددّالاأك  دددددا اّ ددددد اا ددددد   اأكعددددداكا ا60قدددددر  ا

أك دددددددددق اشلايُ ددددددددداّراّّدددددددددقأ اأ  دددددددددعطتا أ  ّطدددددددددا ا دددددددددةا  دددددددددريااّددددددددد  ا عطدددددددددا اك قأرددددددددد ا

ثلّاأك  ما ل دددددة   دددددةالددددد  اأك  قدددددت،ا ّّقألانددددد ما  اادددددّاُ دددددق اأك طاددددددلا،ااوددددد اُ ددددد  اأكدددددقط

راا ُّمدددددياأكدددددقط دددددقاّدددددّاندددددق الا ددددد اأك ّكط اك كا  ث  دددددققا دددددقي  ل ّلأا   ويددددد اأ  كددددد ا دددددةا  دددددريااُكدددددةط

دددددد  ،ا  ا لدددددد اُ دددددد  اك اريددددددراأك قر ددددددتا اندددددد درأاا  ملددددددا ااعاكتددددددتاأك ط ثلّاأك  ما ل ددددددةط  اأكددددددقط

اا أك طددددي لقاأكا ل ددددةاكدددد  اأك ددددةا  دددد اوكلَددددااأكدددد ي ي دددد الدددد  ا ددددةااقأردددد ا دددد    اّ  لطددددتاأككا   ا   ددددقط

ثلّاأك  ما ل ددددددةاشنددددددَ اك  عاكتددددددتا أك ا لدددددد لأا  ئل ددددددلطتالأك عاكتددددددتاأ  كلددددددتاكتعدددددد اُ دددددد  اأكددددددقط

اا"،ا  ددددددةاأكد دددددد  ا ددددددااأك طت ئددددددتااددددددّاشىدددددد اأندددددد د  اادددددداايُ دددددد ط ا"أك مددددددا يا أ األال  دددددد

اور دددددائلتا  دددددق ا ا يددددد اادددددّا اّ ددددد ا دددددق   ددددد ا ا مدددددا   أك اكلدددددتايددددد ااأنددددد د  ا ت دددددل ّاادددددّاأك ط

ثلّاأك  ما ل ددددددة  ا  ددددددةاأك قر دددددد ائلددددددتاتشىدددددد ا  دددددد اُ دددددد  اأكددددددقط ،ا دددددداطا ددددددر ي اّ  ددددددتاأكمطَ

ددددددممل ّ الر لددددددرا ّّلدددددد   اا ددددددمطتما اك  ددددددمل  ثلّاأك  ما ل ددددددةاأكدددددد ا ت شادددددداا ُ دددددد  اأكددددددقط

دددددّكتاأكع دددددّلتاألاك ما لطدددددتاأكع ل دددددتاأك ر   دددددتاا دددددّ ا اأك طقي دددددتاأكوطاثلدددددتا  َدددددر فاأكددددد ا يدددددا  اش أ اأكاط

اّ دددددد ا ددددددتا دددددداكاي   ا مددددددا   " ع ُّددددددااأك طا يدددددد "اأك  دددددد دريااك  ددددددمل اات  ّددددددا اأكّلاثددددددا اأكدا ط

دددددتاأك دددددةاادددددّا ددددديثَااشلا ددددد  طقاFPكدددددر اأكمط دددددا ال  اّدددددّا قيدددددياأنددددد درأاا قي دددددتاأك طكدددددريناأكعااط

دددددمطتما اشيودددددقا اّ لدددددتا ا اثددددد كلدددددتااأك دددددةااُ ي ت  ا  عدددددرطا يدددددا  اأكّلاثدددددا اوردددددر ا دددددق اأك عاكتدددددتاأ  ط

دددد اأكاددددّكتااددددّا يددددق  ا اك م  ثلّاأك  ما ل ددددة،اي دددداا ُ دددد دراا ّ ددددتاوندددد ا     ّطددددياّ دددد اُ دددد  اأكددددقط

دددددد لق   لتددددددتا ددددددةاات  ّددددددتاأكّلاثددددددا اأك ط ا يددددددا  اأكّلاثددددددا ااأك طَ  قددددددرا لمددددددجاث ددددددائداأك طتقيدددددد اشلط

 ا لّااعرط ا قطتاأك ط مل    ع لااأك كرينايعرطألا قي تا عطاكتاك
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