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ABSTRACT 

In the field of medicine, there is a need to filter data to find information that is relevant for specific research 

problems. However, in the realm of scientific study, the process of selecting the appropriate data or features is a 

substantial and challenging problem. Therefore, in this paper, two wrapper feature selection (FS) methods 

based on novel metaheuristic algorithms named the arithmetic optimization algorithm (AOA) and the great 

deluge algorithm (GDA) were used to attempt to tackle the medical diagnostics challenge. Two methods, AOA 

and AOA-GD were tested on 23 medical benchmark datasets. According to all of the experimental data, the 

hybridization of the GDA with the AOA considerably increased the AOA’s search capability. The AOA-GD 

method was then compared with two previous wrapper FS approaches; namely, the coronavirus herd immunity 

optimizer with greedy crossover operator (CHIO-GC) and the binary moth flame optimization with Lévy flight 

(LBMFO_V3). When applied to the 23 medical benchmark datasets, the AOA-GD achieved an accuracy rate of 

0.80, thereby surpassing both the CHIO-GC and LBMFO V3. 
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1. INTRODUCTION 

In the last decade, artificial intelligence (AI) has undergone significant development and there are 

signs that it has already reached the level of being able to give genuine solutions to healthcare 

problems, heralding the dawn of a revolution in the field of medicine [1]. However, the use of AI 

raises some challenges, which mostly concern the extent of the ability of AI to simulate human skills, 

such as logical thinking. Moreover, it excels at analyzing huge data and reaching correct scientific 

findings throughout record durations. In recent years, a broad variety of AI initiatives have been 

proposed for gathering and analyzing massive amounts of health data, the most significant of which is 

machine learning (ML) [2]-[3]. 

Machine learning is now widely utilized for evaluating medical data and much work has been done in 

the area of medical diagnosis to address specific diagnostic issues [4]-[5]. In specialist hospitals or 

departments, data on proper diagnoses is frequently available in the form of medical records [3], [6]. 

All that is required is to enter the patient data with known proper diagnoses into a computer software 

program that then runs a learning process [7]-[9]. However, there is still a need to improve classifier 

performance, which has led to the usage of the feature selection (FS) approach as a means of 

simplifying the already available classifiers [10]-[12]. 

In data preprocessing, FS is an essential technique that is used to identify a sub-set of associated 

attributes. Feature selection is particularly important in supervised learning, because it optimizes a 

specific function to improve prediction accuracy by picking the relevant features in a given class label. 

For the goal of optimizing the prediction model, several FS approaches are utilized and have been 

developed [13]-[14]. 

To put it simply, the FS process finds and retains only those features that are the most relevant to the 

problem at hand [15]. By eliminating irrelevant as well as common characteristics, the FS method 

decreases the number of features that a classifier has to learn, which then reduces the training time and 

the number of features that the classifier has to evaluate, thereby resulting in improved classification 

performance [16]-[17]. The FS method is used to choose the optimal sub-set of features from the 

whole feature space in order to provide the necessary elucidations about the learning operations [18]. 
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Feature selection consists of four major steps: starting up, searching, evaluating sub-sets of features 

and reaching the stopping condition [19]. To date, several FS approaches have been developed and 

utilized to attempt to optimize prediction models [20]. 

Researchers are also constantly attempting to find ways to enhance the accuracy of ML by utilizing 

another algorithm with a classifier algorithm in the learning model [21]-[23]. To express a single 

metaheuristic mechanism as an optimizer, one algorithm is used in conjunction with the learning 

model [24]. Many research studies have recently proven the efficacy of similar algorithms in 

achieving improved outcomes and in improving the method for picking a variety of characteristics [1]. 

Nature has inspired some of the most successful metaheuristics [25]. When tracing the search method, 

metaheuristics takes the information obtained into account [10]. Furthermore, it generates new ways of 

connecting a single, efficient approach or more [26].  

In this paper, the arithmetic optimization algorithm (AOA), a novel metaheuristic algorithm created by 

Abualigah et al. in 2020 [27] for the field of medical diagnostics is utilized to address FS concerns. 

Multiplication, division, subtraction and addition are the arithmetic operators employed by the AOA; 

these operators reflect the standard calculation techniques used to investigate numbers. These basic 

operators are used as a mathematical optimization to choose the assessment that can help from a set of 

candidate replacements consisting of a set of criteria (solutions).  

The AOA is employed in two techniques in this study to choose the most valuable and first used 

qualities in medical datasets in their basic form. Then, the AOA is hybridized with the great deluge 

algorithm (GDA) [28] in an attempt to increase its exploration capability. The hybrid approach is 

named the AOA-GD. The two suggested methods, AOA and AOA-GD are implemented in a wrapper 

model using a K-nearest neighbor (KNN) classifier and their performance is compared with those of 

other methods in the literature. 

The rest of this paper is organized as follows: First, the AOA, the GDA and the proposed approaches 

for FS are discussed in Sections 2, 3 and 4, respectively. Then, the experiments and results are 

presented and discussed in Section 5. Finally, a conclusion is presented in Section 6. 

2. THE ARITHMETIC OPTIMIZATION ALGORITHM 

Arithmetics, along with geometry, algebra and analysis, are among the fundamental components of 

number theory and among the most significant aspects of modern mathematics. The conventional 

calculation methods that are used to analyze numbers are multiplication, division, subtraction and 

addition and are called arithmetic operators [29]. These basic operators have been utilized in 

mathematical optimization techniques to select the best element from a group of potential alternatives 

based on certain criteria (solutions) [30]. In problems with optimization, there are numerous 

quantitative domains, such as engineering, economics and computer science, as well as operations 

research and industry and the creation of improved solution methodologies has therefore long been of 

interest to mathematicians [31].  

Regardless of the variations in the metaheuristic algorithms established for population-based 

optimization techniques, the optimization process is divided into two stages: exploration and 

exploitation. To prevent local solutions, the former includes the deployment of search agents that 

cover a large search field. The latter is the enhancement of the correctness of the obtained solutions 

during the exploration phase [32].The mathematical model is utilized to make a recommendation for 

the AOA [33]. 

2.1 Initialization Phase 

The AOA optimization procedure begins with a set of randomly generated candidate solutions (X), as 

seen in the matrix below (Equation (1)) and the best candidate solution found in each iteration is 

deemed to be the best-obtained or nearly optimum solution so far. 

Before starting its work, the AOA must decide on the search phase (i.e., exploration or exploitation). 

This is done by using the math optimizer accelerated (MOA) function, which is a coefficient that is 

calculated using Equation (2) and employed in the succeeding search phases: 
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X= 

{
 
 

 
 
X1,1           …          …               X1, J             X1, N − 1              X1, N
X2,1           …          …               X2, J             X2, N − 1              X2, N
X3,1           …          …               X3, J             X3, N − 1              X3, N
…                 …           …             …                      …                         …
…                 …           …             …                      …                         …
XN, 1   …            …               XN, J             XN, N − 1              XN, N

                               (1) 

MOA (C_Iter) = Min + C_Iter    × Max -  {
Min

M_Iter
}                                          (2) 

MOA (C Iter) is the function value at the 't'th iteration as calculated by Eq. (2). The current iteration is 

the number of iterations between 1 and the maximum number of iterations (M Iter) (C Iter). The 

accelerated function's minimum and maximum values are presented in Min and Max, respectively. 

2.2 Exploration Phase 

The exploration operators of the AOA use two basic search methods (the D search strategy and the M 

search strategy), to randomly examine different regions of the search space in order to discover a 

better solution (3). This phase of searching is conditioned for the condition of r1 > MOA by the MOA 

function, where r1 is a random number.  

The first operator (D) is conditioned by r2 0.5 in this phase, while the other operator (M) is 

disregarded until the former operator completes its task. If D is unable to complete its task, instead of 

D, the duty is handed to the second operator (M). (It should be noted that r2 is a random integer.). To 

replicate the behavior of arithmetic operators, the simplest rule is employed [20].  

For the exploration portions, two position updating equations are provided in this paper. The following 

is the initial position update equation:          

xi, j (CIter + 1) = {     
best(xj)   ÷ (MOP +  ε)  × ((UBj –  LBj)  ×  M +  LBj) ,  r2 < 0.5.

      best(xj)  ×  MOP ×  ((UBj –  LBj)  ×  M +  LBj), otherwise                   
       (3) 

where xi (C_ Iter + 1) signifies the ith solution for next iteration, xi and j(C_Iter) signifies the jth 

position of the current iteration’s ith solution, best(xj) and is the best solution achieved thus far. UBj 

and LBj denote the upper and lower limits of the jth position, respectively. In the experiments 

conducted for this study, M is a control parameter for altering the search process and is set at 0.5.The 

second position updating equation is as follows: 

MOP (C_Iter) = 1-  {
C_Iter 1/α

M_Iter 1/α
}                                                        (4) 

where MOP (C_Iter) represents the function value at the‘t’ iteration, C_Iter indicates the current 

iteration, (M_Iter) denotes the maximum number of iterations and MOP(C_Iter) indicates the cost 

function at the ‘t’th iteration and MOP (C_Iter) signifies the function value at the ‘t’th iteration, which 

is set to 5 in the experiments conducted for the current work. Note that this is a crucial parameter that 

influences the accuracy of exploitation across repetitions. 

2.3 Exploitation Phase 

Subtraction (S) and addition (A) mathematical processes provide high-density outputs which represent 

the exploitation search process. However, unlike the other operators (D and M), these operators (S and 

A) may easily reach the objective owing to their low dispersion. As a result, the exploitation search 

might find a near-optimal solution that can be established after several attempts (iterations).  

The MOA cost function for the constraint that r1 is not greater than the current MOA(C_ Iter) value 

(see Equation (4)) is conditioned for this phase of searching (exploitation search by executing S or A). 

As shown in Equation (5), the AOA exploitation operators (S and A) delve deeply into specified dense 

parts of the search space in order to find a better solution. 

xi, j (C_Iter + 1) = {
best(xj) –  MOP ×  ((UBj –  LBj) ×  M +  LBj) ,  r3 <  0.

       best(xj)  +  MOP × ((UBj –  LBj)  ×  M +  LBj), otherwise 
                (5) 

In this phase, which involves performing a deep search of the search space, the first operator (S) is 

conditioned by r30.5 (first rule in Equation (5)), while the other operator (A) is disregarded until the 

former operator (S) completes its task. If S is unable to complete its task, the second operator (A) is 



129

"Hybridization of Arithmetic Optimization with Great Deluge Algorithms for Feature Selection Problems in Medical Diagnosis", M. 

Alweshah.

utilized to accomplish the current task instead of S. The processes in this phase are identical to the 

partitioning in the previous phase. This method aids exploratory search strategies in finding the ideal 

answer while keeping a diversity of candidate solutions. 

Figure 1. Flowchart of proposed AOA [20]. 

The M parameter is carefully chosen to create a random value at each iteration, which allows 

exploration to continue not only during the first but also during the last iteration. This element of the 

search process is highly effective when local optima stagnation occurs, particularly in the last 

iterations. The final location found can fall within a stochastic range specified by the search scope's 

locations of D, M, S and A. Various solutions update their locations stochastically about the near-

optimal solution’s region, whereas D, M, S and A estimate the position of the near-optimal solution in 

other ideas. All of these steps are clarified in the AOA flowchart illustrated in Figure 1. 

All of these steps are clarified in Algorithm 1 below, which contains the pseudocode of the AOA: 

Algorithm 1: The pseudo-code of the AOA. 

1. Set the parameters for the AOA.

2. Randomize the positions of the solutions.

3. Determine the fitness value.

4. While C_itr<M_itr

5. Find the best solution.

6. Update the MOA value.

7. Update the MOP value.

8. Calculate the Fitness Function for the new solution.

9. for (i = 1 to Solution) do

10. if rand < 0.5 then

11. Create a set of random numbers between [0, 1].

12. if r1 > MOA then

13. if r2 > 0.5 then

14. Using the first rule in Equation (3), modify the positions of the ith solutions.

15. Else

16. Using the second rule in Equation (3), modify the positions of the ith solutions.

17. End if

18. Else
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19. if r3 > 0.5 then

20. Using the first rule in Equation (5), modify the positions of the ith solutions.

21. Else

22. Using the second rule in Equation (5), modify the positions of the ith solutions.

23. Enf if

24. End if

25. End if

26. End for

27. C_Iter = C_Iter + 1

28. End while

29. Return the best solution.

3. GREAT DELUGE ALGORITHM

The great deluge algorithm (GDA) was invented by Dueck in 1993 [34]. The GDA operates similarly 

to simulated annealing (SA), with the exception that the GDA uses an upper limit (commonly referred 

to as the water level) as the acceptability barrier rather than a temperature. The GD technique starts 

with a boundary equal to the original solution's quality. If the cost (objective value) is much less than 

the boundary, which is reduced at a predetermined rate in each iteration, it accepts lesser options 

(known as the decay rate). The GDA has just one parameter (the decay rate), which gives it an 

advantage over the SA, since the effectiveness of a metaheuristic method is dependent on parameter 

tweaking [35]. 

Additionally, in comparison to SA, the GD method is less dependent on parameters. In actuality, the 

GD has only two parameters: the quality of the solution and the amount of time it takes to compute the 

solution [36]. The best solution is always accepted by the GDA. The worst solution, on the other hand, 

might be retained if its quality is less than or equal to a defined upper limit (water level), which is 

implemented to cope with minimization concerns. The water level is used as the initial value of the 

solution objective function and it is iteratively increased by a constant upper pound (UP) while the 

algorithm runs [37]. Algorithm 2 shows the pseudo-code for the typical GD algorithm. 

Algorithm 2: The pseudo-code for the typical GD algorithm. 

1: Pick a good initial setting. 

2: Pick “rain speed” UP > 0. 

3: Get an initial WATER-LEVEL > 0. 

4: Use a new setting, which is a stochastic tiny setting. 

5: Updates to the old setup 

6: Measure E:= new quality setting 

7: If E WATER-LEVEL is true, then 

8: Then the previous setting is equal to the new setting. 

9: WATER-LEVEL:= WATER-LEVEL+UP 

10: If there has been no improvement in quality for a long period or if there have been too many iterations 

11: Stop 

12: End if 

13: Output 

4. PROPOSED METHOD

Two models are suggested in the current work. Both models use a wrapper FS method to select the 

most significant features inside a dataset. The first is based on the basic AOA, while the second 

involves combining the AOA with the GDA to achieve a balance between exploration and exploitation 

in the AOA. 

In more detail, the current study proposes a progressive hybridization of the AOA and GD. The GD is 

incorporated into the AOA improvement process during the hybridization process. The hybridization 

process begins with a certain number of repetitions of the AOA. After the specified number of 

iterations, the GDA receives the best solution and highest fitness identified so far by the AOA and 

starts its improvement process. The obvious solution and fitness that the GDA discovers are then 

submitted back to the AOA to continue the process of development. This reciprocal procedure 

continues until all of the AOA iterations have been completed and the stopping condition has been 

fulfilled. 
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The proposed AOA-GD approach uses AOA to produce the initial (solution) population of possible 

solutions in the AOA stage. The GDA calculates the fitness value of all candidates in the second stage 

to identify better solutions, ensuring efficient convergence, high-quality solutions and finally obtaining 

the ideal parameter values and therefore improving classification accuracy. Figure 2 depicts the 

suggested AOA-GD with KNN solution to the FS issue.  

The current study investigates the accuracy of two techniques, AOA and AOA-GD, for the FS process 

in the area of medical diagnostics utilizing a wrapper FS methodology based on KNN. The KNN 

classifier was selected, since previous research has shown that it has a good classification efficiency 

when used to FS issues. Throughout the investigation, the number of closest neighbors (K) was fixed 

at five. The 5-NN approach was used to assess fitness during the training phase using internal N-fold 

cross-validation, with a total of five folds and the average error rate in the classification methodology 

was computed for each fold. The number of folds (N) and the number of nearest neighbors were 

determined using previous work (K). 

Figure 2. Proposed wrapper FS model based on AOA-GD method. 

5. EXPERIMENTAL RESULTS AND DISCUSSION

This part explains the experimental design and the data processing procedures used to assess the 

suggested methodology's performance. Additionally, it compares the findings to those obtained using 

previous methodologies. The resulting instability is impacted by a variety of parameters, including 

accuracy, convergence rate and particular measures of central tilt. To guarantee a fair scientific 

investigation, same work settings and circumstances were employed across the trials. The program and 

its execution are powered by an Intel® CoreTM i7-6006U processor running at 2.00 GHz (four CPUs) 

and 2.0 GHz, with 8 GB of RAM. Matlab R2016a was used to create the model. Each dataset was 

partitioned into 70% for training and 30% for testing. The tests were run 30 times for each dataset, 

with each run consisting of 100 iterations. 

5.1 Parameter Settings 

The findings of some preliminary tests were used to specify the input parameters in the experiments, 

allowing the recommended technique to provide improved results. In order for the results to be 

consistent, the algorithm parameters were kept constant throughout the trial. Table 1 shows the 

parameter values utilized in each experiment. 

Table 1. Parameter setups. 

Parameter Value 
σ 0.1 

ɰ 0.5 

P 30 
Max-itr 100 

LB (lower bound) 0 
UB (upper bound) 1 
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5.2 Datasets’ Description 

Medical data is defined as any information about an individual's health that is used to make normal 

patient care choices or to conduct diagnostic trials. Examples include administrative data, claims data, 

patient illness data and clinical trial data. The trial results were assessed using a collection of 23 

medical benchmark datasets. The datasets were obtained from a number of sources, including UCI, 

KEEL and Kaggle, in addition to other well-known websites that provide FS medical datasets. Table 2 

summarizes the properties of these datasets. 

Table 2. Description of the datasets. 

The names of 

datasets 

The no. 

of instances 

The no. 

of classes 

The no. 

of features 
The source 

1. Diagnostic 569 2 30 Source:UCI 

2. Original 699 2 9 Source:UCI 
3. Prognostic 194 2 33 Source:UCI 

4. Coimbra 115 2 9 Source:UCI 

5. BreastEW 596 2 30 Source:UCI 
6. Retinopathy 1151 2 19 Source:UCI 

7. Dermatology 366 6 34 Source:UCI 
8. ILPD-Liver 583 2 10 Source:UCI 

9. Lymphography 148 4 18 Source:UCI 
10. Parkinsons 194 2 22 Source:UCI 

11. ParkinsonC 755 2 753 Source:UCI 

12. SPECT 267 2 22 Source:KEEL 
13. Cleveland 297 5 13 Source:KEEL 

14. HeartEW 270 2 13 Source:KEEL 
15. Hepatitis 79 2 18 Source:KEEL 

16. SAHear 461 2 9 Source:KEEL 

17. Spectfheart 266 2 43 Source:KEEL 
18. Thyroid0387 7200 3 21 Source:KEEL 

19. Heart 302 5 13 Source:Kaggle 
20. Pima-diabetes 768 2 9 Source:Kaggle 

21. Leukemia

dataset 
72 2 7129 

The source: https: //jundongl.github.io/scikit-feature/ 

datasets.html 

22. Colon dataset 62 2 2000 
The source: https: //jundongl.github.io/scikit-feature/ 

datasets.html 

23. ProstateGE

dataset 
102 2 5966 

The s ource :https: //jundongl.github.io/scikit-feature/ 

datasets.html 

As shown in Table 2, the 23 datasets cover a range of case studies on medical diagnosis with varying 

architectures. Hence, the efficacy of the AOA and AOA-GD was determined by testing them on 

various problems with varying features. 70% of the datasets were utilized for training purposes and 

30% for testing. Each dataset was tested 30 times, with each run consisting of 100 iterations.  

5.3 Experimental Result 

The recall, accuracy, precision, F-measure, error rate, number of features selected and convergence 

speed of the two proposed approaches, AOA and AOA-GD, were evaluated. Table 3 compares the 

accuracy rate and selection size of the two approaches after 30 runs on each dataset. 

Table 3. AOA and AOA-GD accuracy and selection size results. 

The dataset name 
Accuracy Selection Size 

(AOA) (AOA-GD) (AOA) (AOA-GD) 

1 Diagnostic .8470 .9097 15.381 12.9140
2 Original .9300 .9762 7.0005 5.6201

3 Prognostic .5888 .6501 17.9302 13.9271
4 Coimbra .8105 .9100 4.0081  3.3810

5 BreastEW .9017 .9531 14.9917 14.0027

6 Retinopathy .5047 .6594 8.0590 6.7015 
7 Dermatology .7101 .8206 19.5103 17.0099

8 ILPD-Liver .6273 .7619 4.9140 4.0000
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9 Lymphography .7593 .8511 11.4291 9.6910 
10 Parkinsons .6482 .7833 11.0610 10.7103

11 ParkinsonC .6995 .8391 370.1920 360.0081
12 SPECT .6109 .7108 10.0003 9.7201

13 Cleveland .4792 .6163 8.1935 6.0003
14 HeartEW .8741 .9207 6.0080 6.0619

15 Hepatitis .6592 .7888 9.9104 9.0996

16 GDHear .6208 .7259 5.0017 3.5039 
17 Spectfheart .6891 .7419 21.2710 19.6914

18 Thyroid0387 .9000 .9607 10.0041 7.0071
19 Heart .7194 .8192 8.9914 7.1900

20 Pima-diabetes .7005 .8201 5.8099 6.2814 

21 Leukemia .9819 .9914 3599.0092 3559.6091
22 Colon .6430 .7228 1010.8192 989.2715 

23 Prostate_GE .4917 .6307 3038.0197 2961.0041

As seen in Table 3, the AOA-GD method bested the AOA in the whole datasets in terms of accuracy. 

This implies that if the search process of the AOA is changed, it is capable of producing more 

trustworthy findings.  

As regards the number of features selected (FS size), the AOA-GD outperformed the AOA in 22 out 

of 24 datasets. Only in the Pima-diabetes and HeartEW datasets, the AOA able to outperform the 

AOA-GD. These findings illustrate the effectiveness of the AOA-GD modification in improving the 

exploratory search capacity of the AOA that enables it to discover the best basic solutions. 

To further evaluate the findings and the classifier's capacity to provide trustworthy, correlated and 

similar solutions in all sequences for each dataset, the precision, recall and F-measure values were 

determined. Precision is the ratio of properly identified true positive IDs, recall is the ratio of correctly 

detected true positive IDs and the F-measure is the balance of the recall and precision ratios. Precision, 

recall and F-measure were computed as in [38]. Table 4 demonstrates how the AOA and AOA-GD 

methodologies' efficiency has been changed and focused over wholly datasets utilized in the 

experiment. 

To compare the effectiveness of the AOA and AOA-GD approaches, a T-test was used. The presented 

Table 4. Classification results for precision, recall and F-measure using AOA and AOA-GD. 

Datasets 
Precision Result Recall Result F- Measure Result

AOA AOA-GD AOA AOA-GD AOA AOA-GD 
1 -Diagnostic .950 .970 .960 .970 .960 .960

2 -Original .930 .950 .950 .980 .930 .940
3 -Prognostic .930 .960 .950 .980 .930 .940

4 -Coimbra .880 .900 .940 .000 .660 .670
5 -BreastEW .750 .790 .780 .750 .750 .760

6 -Retinopathy .800 .860 .700 .850 .830 .820

7 -Dermatology .870 .960 .880 .960 .870 .830
8 -ILPD-Liver .920 .960 .930 .980 .960 .920

9 -Lymphography .810 .900 .790 .890 .790 .710
10 -Parkinsons .890 1.000 .880 1.000 .860 .930

11 -ParkinsonC .820 .950 .830 .940 .630 .700

12 -SPECT .780 .890 .870 .970 .740 .730
13 -Cleveland .810 .900 .790 .880 .800 .780

14 -HeartEW .740 .790 .750 .790 .730 .710
15 -Hepatitis .930 .980 .930 .970 .920 .890

16 -GDHear .780 .770 .720 .760 .770 .770

17 -Spectfheart .950 .970 .960 .970 .960 .960
18 -Thyroid0387 .930 .950 .950 .980 .930 .940

19 -Heart .930 .960 .950 .980 .930 .940
20 -Pima-diabetes .880 .900 .940 1.000 .660 .670

21 -Leukemia .750 .790 .780 .750 .750 .760
22 -Colon .800 .860 .700 .850 .830 .820

23 -Prostate_GE .870 .960 .880 .960 .870 .830



134 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 08, No. 02, June 2022. 

methodologies are used to calculate the findings statistics depending on the accuracy of the findings 

point to each dataset. Table 5 demonstrates the results of T-test along with a 95% confidence interval 

(the alpha value = 0.05) as well as the p-values and classification accuracy produced by the AOA and 

AOA-GD. 

Table 5. T-test results for AOA and AOA-GD. 

Datasets The Method 

Used 

The Mean 

Value 

The Std. 

Deviation Value 

The Std. Error 

Mean Value 

P-value 

Result 

1- 
-Diagnostic AOA 0.8540 0.02673 0.00.488 

00.00
AOA-GD 0.9033 0.04046 0.00739 

2- -Original 
AOA 0.9233 0.02523 0.00461 

00.00
AOA-GD 0.9710 0.01062 0.00194 

3- -Prognostic 
AOA 0.5293 0.04638 0.00847 

00.00
AOA-GD 0.6716 0.04442 0.00811 

4- -Coimbra 
AOA 0.8006 0.04548 0.00830 

00.00
AOA-GD 0.8896 0.00999 0.00182 

5- -BreastEW 
AOA 0.8993 0.02100 0.00383 

00.00
AOA-GD 0.9400 0.01912 0.00349 

6- -Retinopathy 
AOA 0.4660 0.06106 0.01115 

00.00
AOA-GD 0.6436 0.02553 0.00466 

7- -Dermatology 
AOA 0.6690 0.04088 0.00746 

00.00
AOA-GD 0.8006 0.04548 0.00830 

8- -ILPD-Liver 
AOA 0.6423 0.02609 0.00476 

00.00
AOA-GD 0.7716 0.01744 0.00318 

9- -Lymphography 
AOA 0.7606 0.03483 0.00636 

00.00
AOA-GD 0.8343 0.02661 0.00486 

10- -Parkinsons 
AOA 0.6690 0.04088 0.00746 

00.00
AOA-GD 0.7903 0.01903 0.00347 

11- -ParkinsonC 
AOA 0.6856 0.06611 0.01207 

00.00
AOA-GD 0.8400 0.02197 0.00401 

12- -SPECT 
AOA 0.6073 0.02840 0.00518 

00.00
AOA-GD 0.6960 0.06667 0.01217 

13- -Cleveland 
AOA 0.4896 0.04173 0.00762 

00.00
AOA-GD 0.5966 0.02496 0.00456 

14- -HeartEW 
AOA 0.8540 0.02673 0.00488 

00.00
AOA-GD 0.9116 0.01783 0.00325 

15- -Hepatitis 
AOA 0.6690 0.04088 0.00746 00.00

AOA-GD 0.7903 0.01903 0.00347 00.00

16- -SAHear 
AOA 0.6420 0.03089 0.00564 

00.00
AOA-GD 0.7036 0.01066 0.00195 

17- -Spectfheart 
AOA 0.6716 0.04442 0.00811 

00.00
AOA-GD 0.7303 0.03178 0.00580 

18- -Thyroid0387 
AOA 0.8986 0.04455 0.00813 

00.00
AOA-GD 0.9603 0.01474 0.00269 

19- -Heart 
AOA 0.7316 0.04009 0.00732 

00.00
AOA-GD 0.8126 0.02612 0.00477 

20- -Pima-diabetes 
AOA 0.7153 0.05557 0.01015 

00.00
AOA-GD 0.7956 0.03757 0.00686 

21- -Leukemia 
AOA 0.9876 0.01736 0.00317 

00.00
AOA-GD 0.9900 0.01017 0.00186 

22- -Colon 
AOA 0.6203 0.03634 0.00663 

00.00
AOA-GD 0.7176 0.05380 0.00982 

23- -Prostate_GE 
AOA 0.4750 0.06329 0.01155

00.00
AOA-GD 0.6010 0.02537 0.00463

24- 
-Covid-19 

dataset 

AOA 0.9135 0.02523 0.00461 
00.00

AOA-GD 0.9370 0.01912 0.00349 

Table 5 demonstrates that the AOA-GD is more efficient than the original AOA, where the p-values in 

all datasets are below 0.0001. This data indicates that the AOA-GD is useful for resolving FS issues. It 

is generally understood that a consistent and fast ratio of convergence leads to superior solutions. 

Therefore, to further evaluate the efficiency of the proposed AOA and AOA-GD methods, their 
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convergence speed behavior curves were studied in detail. Figure 3 shows the convergence speeds of 

the two proposed methods when employed to each of the 24 datasets over 30 runs. 

Figure 3. Convergence speeds of AOA and AOA-GD. 
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The findings in Figure 3 show that the AOA-GD was able to increase classification accuracy at a 

faster convergence time than the AOA. This was achieved by the GDA boosting the global search 

capacity of the original AOA. 

5.4 Comparison with Previous Methods 

The better of the two suggested approaches, AOA-GD, was compared to the CHIO-GC [39]  (M1) and 

LBMFO-V3 (M2) [40] on the 23 medical datasets to examine the dependability of the proposed 

algorithm and its capacity to create a high degree of classification accuracy while decreasing the 

number of chosen characteristics. The classification accuracy and FS size of the AOA-GD were 

associated with those of the LBMFO-V3 and the CHIO-GC utilizing 23 medical datasets. The 

classification accuracy and FS size are calculated as average values over 30 runs. Table 6 displays the 

results. 

Table 6. Comparison of the AOA-GD, CHIO-GC and LBMFO-V3 on the 23 medical benchmark 

datasets. 

Datasets 
Average of Accuracy Selection Size

AOA-GD M1 M2 AOA-GD M1 M2 

1 Diagnostic 0.9097 0.9033 0.9100 12.9140 13.3700 13.9991

2 Original 0.9762 0.9710 0.9683 5.6201 5.1040 5.5000

3 Prognostic 0.6501 0.6716 0.5851 13.9271 14.6202 15.0126

4 Coimbra 0.9100 0.8896 0.9312  3.3810 3.6007 3.5103

5 BreastEW 0.9531 0.9400 0.9398 14.0027 13.7303 13.9714

6 Retinopathy 0.6594 0.6436 0.5380 6.7015 7. 2647 6.9002

7 Dermatology 0.8206 0.8006 0.8442 17.0099 18.4900 18.3541

8 ILPD-Liver 0.7619 0.7716 0.7143 4.0000 4.0000 4.0000

9 Lymphography 0.8511 0.8343 0.8002 9.6910 10. 0622 9.7520

10 Parkinsons 0.7833 0.7903 0.7689 10.7103 9.7383 10.3584

11 ParkinsonC 0.8391 0.8400 0.8190 360.0081 365.8322 369.1070

12 SPECT 0.7108 0.6960 0.6576 9.7201 9.6050 10.7832

13 Cleveland 0.6163 0.5966 0.5333 6.0003 6.8097 6.6899

14 HeartEW 0.9207 0.9116 0.9388 6.0619 7.0105 6.3100

15 Hepatitis 0.7888 0.7903 0.7500 9.0996 8.2011 8.3569

16 SAHear 0.7259 0.7036 0.6992 3.5039 3. 1551 3.2222

17 Spectfheart 0.7419 0.7303 0.7013 19.6914 21.0030 20.4598

18 Thyroid0387 0.9607 0.9603 0.9776 7.0071 8.0116 8.4563

19 Heart 0.8192 0.8126 0.7603 7.1900 6.1505 6.2752

20 Pima-diabetes 0.8201 0.7956 0.8065 6.2814 6. 8387 6.7612

21 Leukemia 0.9914 0.9900 1.0000 3559.6091 3560.5107 3570.7137

22 Colon 0.7228 0.7176 0.6667 989.2715 1000.0067 991.5551

23 Prostate_GE 0.6307 0.6010 0.5056 2961.0041 2979.4116 2984.7153

Average 0.8071 0.7983 0.7746 349.6698 351.4142 351.9462 

In 18 datasets, including Diagnostic original, Coimbra, BreastEW, Retinopathy, Dermatology, 

Lymphography, SPECT, Cleveland, HeartEW, SAHear, Spectfheart, Thyroid0387, Heart, Pima-

diabetes, Leukemia, Colon and Prostate GE, the AOA-GD method outperformed the CHIO-GC 

method with regards to classification accuracy. Additionally, the AOA-GD approach outperformed the 

LBMFO-V3 technique in 17 datasets, including the Original, Prognost, BreastEW, Retinopathy, 

Lymphography SPECT, Parkinsons, ILPD-Liver, Colon, Cleveland, Hepatitis, SAHear, 

Spectfheart,,Heart, Parkinson C, Pima-diabetes and Prostate GE. The AOA-GD strategy outperformed 

the CHIO-GC and LBMFO-V3 approaches across each dataset, with on average accuracy of (0.8071). 

In 16 datasets, the AOA-GD technique outperformed the CHIO-GC method in terms of selection size, 

including Diagnostic, Prognostic, Coimbra, Retinopathy, Dermatology, ILPD-Liver, Lymphography, 

ParkinsonC, Cleveland, HeartEW, Spectfheart, Thyroid0387, Pima-diabetes, Leukemia, Colon and 

Prostate GE. Additionally, the AOA-GD technique outperformed the LBMFO-V3 method in 17 

datasets, including Diagnostic, Prognostic, Coimbra, Retinopathy, Dermatology, ILPD-Liver, 

Lymphography, ParkinsonC, SPECT, Cleveland, HeartEW, Spectfheart, Thyroid0387, Pima-diabetes, 
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Leukemia, Colon and Prostate GE. Across all datasets, the AOA-GD had an average selection size of 

349.6698 features. Figure 4 graphically illustrates, respectively, the average accuracy and average 

selection size of the three methods. 

Figure 4. Average accuracy and average selection size of all three methods on the 23 medical 

benchmark datasets. 

5.5 Discussion 

The initial results for the AOA demonstrated that the search mechanism of the algorithm finds a 

reasonable balance between exploration and exploitation [41]. The capacity of metaheuristic 

algorithms to uncover optimum solutions throughout the search process is one of its most important 

characteristics. According to the findings, the suggested hybridization of the GDA with the AOA 

improves the AOA's exploration capabilities, allowing it to better choose the initial characteristics 

necessary to fulfill the aim of optimizing the solution. In other words, the suggested change aided in 

improving the balance between exploration and exploitation. 

In all 23 datasets, Table 4 demonstrates that the AOA-GD approach surpassed the AOA approach in 

terms of classification accuracy, highlighting the utility of the proposed hybrid AOA-GD technique for 

striking an acceptable balance between exploration and exploitation. Additionally, as shown in Table 

4, Figure 6 and Figure 7, the AOA-GD excelled in terms of the highest and lowest accuracy 

achievable throughout each run. Finally, the AOA-GD demonstrated to be beneficial in narrowing the 

accuracy gap between maximum and minimum values and accelerating convergence. 

6. CONCLUSION

The FS problem is one of the most pressing concerns for academics across a broad range of 

disciplines; metaheuristics has been widely used in recent years in feature services (FS) to reduce the 

number of features mandatory to obtain satisfactorily honest results, with the objective of growing to 

have reliability and performance. The AOA metaheuristics was used in the current work for two 

proposed models for addressing FS issues in medical diagnosis. The first model was based on the 

basic AOA, while the second entailed integrating the AOA with the GDA in order to obtain a better 

balance between exploration and exploitation in the AOA. 23 medical datasets were used to evaluate 

the suggested approaches. Many measures were used to compare the two strategies, including number 

of selected features, classification accuracy, recall, precision, convergence speed, F-measure and T-

test. The findings of all data analyses indicated that the AOA-GD enhanced the exploratory 

capabilities of the original AOA. Moreover, the feature selection size and classification accuracy of 

the AOA-GD were compared to those of other approaches previously published. The investigation's 

findings indicated that the AOA-GD technique outperformed the CHIO-GC and LBMFO-V3 wrapper 

approaches. AOA-GD surpassed the CHIO-GC and LBMFO-V3 in the majority of medical 

benchmark datasets with an accuracy rate of 0.80 and a selection size rate of 349 features, according to 

the results of the study. These encouraging findings were obtained as a consequence of a well-

balanced AOA-GD search phase during the identification of appropriate solutions, which increased the 

pace of convergence. This optimum balance was reached by combining the AOA with the GDA, since 

the GDA was able to correct the unacceptable solutions that were obtained during premature 

convergence and while confined in a narrow optimal search space, respectively. 
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 ملخص البحث:

يييييب انايييييبد ّةيييييا  ذيييييعلاب ّةملانئييييين     ييييين  ّةص    ييييين   ّ  ّة   يييييب  ص ييييين ث  ى تصح ييييياح يييييث ّة ح فيييييل الط

  لانييييييب. ك ييييييا  ةييييييةى فييييييل إنيييييين  ّةقح ّاييييييب ّة  صلاييييييبى فيييييي  ح  ص لاييييييب ّئ ليييييين  ّةملانئيييييين   ك   حثلاييييييب

صن  ّةص  صب  ملا   أةبً  انالابً  ن  ي   ا ّةكثلار  ن ّة ححق ن . ّة حِّ

يييييييصن    ييييييير  ّئ لييييييين  ّة حِّ (  نييييييينً    يييييييا FSةيييييييّّى ئليييييييقحة فيييييييل  يييييييّق ّة   يييييييب نييييييير ل لان  ييييييين ن 

( AOA يييييييييييب ّةح ييييييييييين لاب  ب ّلأ ث  خ ّ ز لاييييييييييين   نةلايييييييييييب ّة ح الاييييييييييي ى ك نةيييييييييييّحّ  خ ّ ز لاييييييييييي

يييييير ّة  ييييييلا    (ى فييييييل  حنكةييييييبد ةص ّاّييييييب  حييييييقحي ّة ح يييييي لا . ك ييييييق  يييييي حGDAكخ ّ ز لاييييييب ّةا صط

 ييييييييييين   ص  ييييييييييين  ّةملانئيييييييييييين   23(   يييييييييييا AOA-GD( ك  AOAن:  ّخ مييييييييييين  ئصييييييييييي  الاط 

 ييييييب ّةح يييييين لاب . ك نيييييينً    ييييييا اصلاييييييا ّةملانئيييييين  ّة ح ر ملاييييييبى فيييييي  ح  ّ ييييييلان ّلأ ث  لاييييييبّةصرا لاييييييب ّة مح 

يييييييرّة  لا  زّ    يييييييا ئ   ّ ز لايييييييب   د   صييييييي د  ييييييين   يييييييق ى ّلأ ث  يييييييب ّةح ييييييين لاب   يييييييا حيييييييّةا صط

يييييصن   ييييير  ّئ لييييين  ّة حِّ يييييم  لن ئيييييب ّةنح ييييينة ّةّ يييييلان ّةصل ييييير   ييييينتن لاطن  ييييين ن  ى  صح دّ ّةمحيييييد.   ق ييييي

(. ك نييييييييييييييق   ملايييييييييييييي  ّة حر لييييييييييييييب LBMFO_V3( ك  CHIO-GCّةص يييييييييييييي  ق  ب ايييييييييييييين لنً  

يييييين ل لان ّة ّةصل راييييييب يييييير ل لان ّة ح ص يييييين  إةلاّصيييييين مئعيييييينً   ييييييا   ص  يييييين  فييييييل  ييييييّّ ّةمحييييييد كّة ح

ى ك  يييييينكز  0.80ّةملانئيييييين  ّةييييييث ح كّة  يييييير نى الحلييييييم ّة حر لييييييب ّةصل راييييييب   ييييييقح    حييييييبد   يييييي  

 ّةة ّة حر ل لان ّة ن ل لان.
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