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ABSTRACT 

Malignant skin cancer is one the most common and lethal type of skin cancer. Early detection of cancerous skin 

lesions will increase the possibility of patient survival. In recent years, implementation of models built on deep 

neural networks in building medical diagnostic imaging systems is quite beneficial to medical experts. In this 

study, we present an improved and fine-tuned EfficientNetB3 model to classify malignant skin lesions using the 

concept of fine-tuning transfer learning. We have performed a comparative analysis of different deep learning 

pre-trained models, like ResNet50, InceptionV3, InceptionResNetV2 and EfficientNet B0-B2 models. The analysis 

findings signify the ability of utilizing fine-tuned EfficientNetB3 in the mission of melanoma detection and 

development of a computer-aided diagnostic system. All experimental procedures were carried out on ISBI-ISIC 

2017 dataset. To check the efficiency of the proposed model, we compare the proposed model with EfficientNetB3 

baseline model and present state-of-art pre-trained methods and approaches. The proposed EfficientNetB3 model 

obtained an accuracy of 87.12%, a recall of 87.00%, a precision of 87.00% and an F1 score of 85.00%. The 

proposed model achieved good computational results and efficaciously addressed the problem of model over-

fitting and abated false negative labels. 
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1. INTRODUCTION 

Cancer disease is minacious to human life.  At present, over 100 different cancers are known that affect 

humans. One of the most fast-expanding and lethal cancers is skin cancer.  Malignant melanoma is a 

class of skin lesion cancer that is considered as most precarious and prevalent type of cancer. Melanoma 

skin cancer occurs due to abnormal reproduction of pigmented melanocytes cells. The key factor that 

risks to the expansion of melanoma skin cancer cases is the increased exposure to natural or artificial 

ultra violet rays, tanning beds and sunburns. According to Skin Cancer Foundation statistics, it is 

estimated that new cases of melanoma cancer would intensify close to 5.8% and count of fatality rate is 

likely to intensify by 4.8% [1]. If skin cancer is not diagnosed at an early stage, 80% of cases may result 

in death. Therefore, it becomes important that identification of melanoma at a very preliminary stage 

will remarkably escalate the survival chance of a patient. Medical experts or dermatologists usually 

examine skin surface using dermotoscopy to identify the skin lesions [2]. Visual inspection using 

dermatoscopy is a subjective technique and its diagnosis often depends on the medical practitioner’s 

experience. For unbiased diagnosis of melanoma skin cancer, an automated and computerized image 

analysis system is a prime requirement. Computer-aided diagnostic systems will aid medical experts to 

utilize technological advances, but also have second opinion. To support dermatologists to achieve faster 

results in diagnosis of skin cancer with lesser computational time, it is necessary to develop computer-

aided image processing systems which automatically classify malignant skin lesions. In the last few 

years, there have been a notable increase in the quest to build computer-aided diagnostic solutions to 

diagnose malignant skin lesions. Before 2015, research was typically based on conventional machine 

learning computer vision algorithms to detect skin cancer. Deep-learning models have accomplished 

outstanding results in building diagnostic computer-aided systems. 

Convolutional Neural Network (CNN) has achieved remarkable results on tasks, like melanoma 

classification, object recognition, image recognition, …etc. In recent years, deep neural networks along 

with transfer learning models have been used together to work on large datasets [3]. Transfer learning 

is a technique of reusing knowledge gained by a model trained on a specific domain to build the solutions 

for related problems [12]. Transfer learning assists in lowering the time required to train the network 
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and reducing out-of-sample error. ImageNet is a huge dataset having more than 15 million labelled 

images. The diverseness and ordered organization of ImageNet provide exceptional opportunities to 

explore and further research in the field of computer vision systems. All the deep learning models that 

we are analyzing are pre-trained on ImageNet [13] dataset consisting of 1000 classes and containing 

features with respect to their weights and biases. In order to use these models to adapt to our two class 

skin lesion classification problem, fine-tuning of the network is important. Pre-trained model is fine-

tuned when the target dataset is different from the original dataset on which the model was trained. 

Performance of the pre-trained model can be remarkably enhanced by fine-tuning the model on target 

dataset instead of training from the beginning. In fine tuning transfer learning, we take underlying 

weights of a pre-trained model and adjust (fine tune) them to fit to our dataset. 

In this work, we report a deep learning-based image classification system that classifies the dermoscopic 

images into two classes of malignant and benign melanoma. We propose an improved and fine-tuned 

EfficientNetB3 model for melanoma lesion classification. EfficientNetB3 model belongs to the family 

of EfficientNet B0-B7 [15] models that are previously trained on huge datasets such as ImageNet. In 

most of the baseline Convolution Neural Networks (CNNs), initial layers of the model extract much less 

features and the last layers of the model bring out comprehensive features.   Instead of building the CNN 

architecture from scratch, we have utilized network architecture of EfficientNetB3 model by freezing 

the initial layers of the model and then fine tuning their weights in order to classify them accurately to 

our two-class skin lesion classification task. We use various data augmentation techniques and add 

customized layers of global average pooling, drop out layers to minimize the model over-fitting problem 

and change the last classification layer with softmax layer that classifies the benign and malignant skin 

lesions.  

Most of the pre-trained CNN architectures suffer from model over-fitting problem. With the purpose to 

obliterate this drawback, fine tuning of pre-trained network plays an essential role in building an efficient 

computer-aided diagnostic model for classification objective. In this study, we examine the efficiency 

of our proposed model in detection of malignant melanoma skin lesion. We compare our fine-tuned 

EfficientNetB3 model with baseline EfficientNetB3 model without additional layers of data 

augmentation, global average pooling and dropout. A comparative analysis of the proposed model with 

other state-of-the-art advanced neural networks, like ResNet50, InceptionV3, InceptionResNetV2 and 

EfficientNetB0-B2 is carried out in this paper. We also compare our proposed model with deep-learning 

networks proposed by other researchers. We carry out a comparative analysis of model performance 

evaluated on metrics like accuracy, recall, precision and F1-score. We have carried out our experiments 

on dataset available from ISBI-ISIC 2017 Challenge with the purpose to improve the diagnosis of 

melanoma [4]. Experiment analysis indicates that our proposed EfficientNetB3 model performs better 

than all other pre-trained models and provides a promising result that tackles the problem of model over-

fitting in deep neural pre-trained models. Our model can be used as a decision support solution to help 

dermatologists in the diagnosis process. The paper is outlined in following manner. Section 2 provides 

a detailed quintessence of recent works and Section 3 furnishes a detailed description of the proposed 

methodology. Section 4 contains an analysis and a comparison of the results obtained. We deduce the 

paper along with future scope of research in Section 5. 

1.1 Contribution 

 We present an improved EfficientNetB3 model that aids in diagnosis of malignant melanoma 

with better accuracy. 

 We perform a comparative analysis of existing pre-trained models and investigate the model 

performance on malignant melanoma classification task. 

 We employ the concept of fine tuning by adjusting the learned weights of EfficientNetB3 model 

on our malignant melanoma skin lesion classification task and add custom layers of data 

augmentation, global average pooling (GAP) layer, dropout layer and dense softmax 

classification layer during the training and testing phases to achieve better accuracy.  

 The proposed model provides promising results to handle the problem of model over-fitting 

which is usually observed in pre-trained deep neural models. 
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2. RELATED WORKS 

Zabir et al. [5] presented an automatic segmentation and classification model built on deep learning with 

transfer learning. To scale up training data, different augmentation methods are applied on the training 

dataset. The authors carry out semantic segmentation using U-Net model on augmented images and 

further apply various deep convolution neural networks to extract features, such as VGG16, VGG19, 

ResNet50, InceptionResNetV2, DensetNet201, InceptionV3 …etc. and compare classification results 

with several classifiers, such as SVM, Random Forest, Decision Tree and AdaBoost. The proposed 

algorithm achieved an accuracy of 0.92 with DenseNet201 used as feature extraction model and SVM 

as classification model.  

Nils et al. [6] submitted an ensemble-based deep neural network model for lesion classification. They 

applied cropping techniques to address the problem of images with different resolutions and loss 

balancing approach to handle the class imbalance dataset. Multi-resolution EfficientNet model coupled 

with comprehensive data augmentation were researched and an accuracy of 0.928 was achieved for 

melanoma lesion classification. 

Hasib et al. [7] proposed a two-stage unified deep learning framework for automatic skin cancer image 

classification using adversarial training fused with transfer learning to comprehensively handle inter-

class diversity and imbalance class dataset. The classifier is trained by continually decreasing the focal 

loss function that supports the model in learning. The MelaNet model achieved an F1 score value of 

94%, which is better compared to other baseline models, like VGG-Gap and VGG-Gap+Augment.  

Jason et al. [8] proposed a melanoma classification deep learning-based approach combined with 

conventional image processing method to achieve superior results in terms of accuracy. Fusion model 

with cross-validation achieved a classification accuracy of 0.94, which is better than ResNet-50 

classifier and traditional classifiers for image processing. AUC values of 0.87 and 0.90 were observed 

when ResNet-50 and a traditional image processing-based classifier were applied, respectively.  

Arthur et al. [9] presented a computer based diagnostic system employing CNN framework. The 

proposed diagnostic system classified the lesion images into classes, such as seborrheic keratosis, nevi 

and melanoma. The authors applied an ensemble and aggregation method along with directed acyclic 

graph technique on three-class CNN in the context of improving the model performance. The proposed 

network accomplished an accuracy of 76.6%. 

Maria et al. [10] presented a comparative analysis of various deep learning models on ISIC dataset for 

melanoma classification. The authors investigated the influence of pre-processing stage on varied neural 

network approaches, like 2D-CNN, self-organizing neural networks and ResNet. Canny edge detector 

along with morphological techniques, like Ostu thresholding and dilation operation, were used to 

identify hair artefacts. Further, image pre-processing was carried out using inpainting method to 

reconstruct the original image without hair artefacts. Skin lesion segmentation to highlight the lesion 

region was performed using bitwise AND binary operator. ResNet model and achieved an accuracy of 

81.5% on ISIC dataset for melanoma classification. 

Jasil et al. [11] reported a comparative study for identification of skin lesion type employing transfer 

learning technique, utilizing deep-learning networks. All experimental analyses were examined on ISIC 

dataset and pre-prcoessing techniques, like image normalization, image resizing and augmentation, were 

performed on datasets to raise the preciseness of neural network models. In particular, InceptionV3, 

VGG16 and VGG19 models were reviewed for skin lesion classification task. From the experimental 

evaluation, VGG16 furnished superior results with an accuracy of 77%. 

3. PROPOSED METHODOLOGY  

We provide a comprehensive description of our advanced method for malignant skin lesion 

classification in the current section. The proposed methodology consists of the following sub-sections: 

(1) Dataset and data preparation, (2) Data augmentation, (3) EficientNetB3 network, (4) Fine-tuning 

with global average pooling, (5) Fine-tuning with dropout. (6) Fine-tuning fully connected classification 

layer. 

3.1 Dataset and Data Preparation 

We have carried out our research on ISBI-ISIC 2017 dataset [4] accessible from “Skin Lesion Analysis 
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toward Melanoma Detection: A Challenge at the 2017 International Symposium on Biomedical Imaging 

(ISBI), hosted by the International Skin Imaging Collaboration (ISIC)”. The dataset consists of 3297 

lesion images classified into 1800 benign class skin lesion images and 1497 malignant class skin lesion 

images. Training and testing of the pre-trained model are carried out ISBI-ISIC 2017 dataset. The dataset 

was spilt in the ratio 80:20 training and testing set comprising 2637 training data images and 660 testing 

data images. Figure 1 depicts sample images of ISBI-ISIC 2017 dataset of malignant class. Images of 

skin lesion were of varied pixel sizes in the RGB color space. For the model training and testing, we 

resized the image into 224×224 pixels. The images of skin lesion were resized to 224×224 pixel 

resolution to make images compatible with EfficientNetB3 model.  

 

 

 

 

 

 

 

 

 

 

Figure 1. Skin lesion images from ISBI-ISIC dataset. 

3.2 Data Augmentation  

One of the significant techniques to reinforce the efficiency of neural network method, it is important to 

train the network with enormous wealth of data. Most of the computer vision tasks consist of lesser 

dataset, which results in building poor classification models. Pre-trained deep-learning models are 

trained on a huge dataset such as ImageNet and perform substantially well on huge datasets. To increase 

the size of our training data and to build an efficient melanoma skin lesion classification model, we use 

data augmentation technique. Data augmentation is an approach of increasing the number of copies of 

training data artificially by slight modification on original data without actually gathering new data.  

Image augmentation is one the most common techniques used to improve the performance of deep-

learning models and reduce over-fitting problem. 

To increase the efficacy of our, we add an augmentation layer on top of EfficientNetB3 neural network 

layer. To enhance the size of our training data, we create altered variants of training images that belong 

to the same class. Training dataset is expanded using different augmentation techniques, like horizontal 

random flip, rotation range, zoom range, width range and height. In our data augmentation layer, we use 

various data augmentation transformation techniques with specific range values, as shown in Table 1. 

To use data augmentation right within our model, we'll create a Keras sequential model consisting of 

only data pre-processing layers. We then use this sequential model within another functional model. 

Figure 2 indicates the data augmentation layer created using various techniques. 

Table 1.  Data augmentation techniques. 

Data Augmentation Technique Description 

Random Flip Images are flipped horizontally. 

Random Rotation Images are rotated randomly by 0.2 value. 

Random Zoom Images are Zoomed randomly by 0.2 value. 

Random Height Image height is shifted randomly by 0.2 value. 

Random Width Image width is shifted randomly by 0.2 value. 
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Figure 2. Random augmented images. 

3.3 EfficientNetB3 Network Architecture 

EfficientNet [15] consists of a family of models from B0 to B7 and is considered as one of the most 

computationally efficient deep-learning models trained over ImageNet. EfficientNet models are based 

on compound scaling method which deftly expands a baseline convolution network model size to target 

model size in an efficient manner, attaining top model accuracy gain. Compound scaling method allows 

the network to be uniformly scaled across width, depth and resolution. Figure 3 shows the compound 

scaling strategy in EfficientNet compared to baseline model. The EfficientNet model is comprised of 

different types of mobile inverted bottleneck convolution blocks MBConv with varied kernel size of 

3x3 and 5x5.  We expand the network depth, width and resolution uniformly using compound scaling 

coefficient ∅ in the following manner: 

                                      d=αØ, w=βØ, r= γØ  such that αβ2γ2 ≈ 2 , α≥1,β≥1, γ≥1            (1) 

where d is depth, w is width, r is resolution and α, β, γ are constants. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Scaling of EfficientNet model: (a) Baseline model and (b) Compound scaling model. 

The value of ∅ is user-specified and helps scale up the network and identify computation resources 

available for the model. EfficientNetB0 model is built up by using values of ∅= 0, w=1, d=1, r=1 

representing the baseline model. EfficientNetB0 is comprised of MBconv1 and MBcon6 layers. 

Likewise, EfficientNetB3 model is constructed by using values of ∅= 3, w= α3, d= β3, r= γ3, indicating 

that more resources are available to acquire superlative performance. EfficientNetB3 model consists of 
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more layers of MBCon6 with inverted residual connection. EfficientNetB3 model consists of deeper 

network compared to baseline model, which apprehends intricate and richer features and generalizes 

well on new missions. EfficientNetB3 consists of a wider network that can extract optimal features and 

patterns that are beneficial for classification task. Along with improved accuracy, EfficientNetB3 model 

also ameliorates efficiency by decreasing FLOPS (Floating Point Operations per Second) and 

parameters. Figure 4 shows EfficientNetB3 network architecture. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  EfficientNetB3 network architecture. 

3.4 Fine Tuning with Global Average Pooling  

EfficientNetB3 model outputs a list of feature vectors or feature maps which are used to extract patterns. 

The motive behind using global average pooling is to generate a single feature map for each benign and 

malignant lesion category of the classification task. Rather than appending fully connected layers over 

feature maps, we take average of each feature map to generate a feature vector belonging to each class. 

Feature maps generated through global average pooling layer represent confidence maps of each benign 

and malignant category. Global average pooling layer diminishes spatial dimensionality of the feature 

maps, thus shrinking the count of feature parameters in the model and improving model performance by 

reducing the problem of model over-fitting [19]. We use tf.keras.layers.GlobalAveragePooling2D() 

layer to transform 4-dimensional tensor into 2-dimensional tensor by condensing the input tensor shape 

of (1,4,4,3) to (1,3). 

3.5 Fine Tuning with Dropout Layer  

To train the EfficientNetB3 model faster and to avert the neural network from over-fitting, we add a 

dropout layer. Due to its large architecture, EfficientNetB3 model produces a large number of 

parameters which are often slow to use during training time. With dropout technique, one can overcome 

this problem by randomly dropping units from the neural network during training, thus thinning the 

neural network.  By using dropout layer, it becomes easier for the model during the testing phase to 

estimate the averaging results of all these thinned network predictions by utilizing unthinned network 

having smaller weights [18]. We choose 0.2 value of probability p of dropout in our proposed model to 

achieve a higher accuracy and reduce the over-fitting problem from the proposed neural network. In this 

study, we show that dropout layer improves the performance of EfficientNetB3 neural network for 

melanoma skin lesion classification task. 

3.6 Fine-tuning Fully Connected Classification Layer  

In this stage, we merge together all the feature vectors that we have received from the previous stages. 

We pass the feature vectors received from the dropout layer further into the network for classification 
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as an output layer. The top layer of baseline EfficientNetB3 pre-trained model outputs 1000 classes, 

because it was pre-trained on ImageNet. To adjust to our two-class skin lesion classification problem, 

we fine-tune the pre-trained network to adapt to only two classes of malignant and benign skin lesions. 

In order to calculate the class probabilities of each input, we have used softmax layer as an output layer 

for EfficientNetB3 model classifier that works on our target dataset of two classes of skin lesions. The 

real and predicted value difference is calculated using loss function. We build an output activation layer 

using tf.keras.layers.Dense() and meld the inputs with the output using the model tf.keras.Model(). 

Figure 5 shows the architecture of our proposed methodology. 

 

 

 

 

 

 

 

Figure 5. Proposed methodology. 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

To check the efficiency of our model, we carried out our experimental analysis in 3 approaches. We first 

compare the fine-tuned proposed EfficeinetNetB3 model with the pre-trained base EfficientNetB3 

model on ISBI-ISIC 2017 dataset. In the second approach, we perform comparative analysis of the 

proposed model with present state-of-the-art pre-trained classification methods, such as ResNet50, 

InceptionV3, InceptionResNetV2 and EfficientNetB0-B2 on ISBI-ISIC 2017 dataset. In the third 

approach, we carry out comparative analysis of our improved model with models proposed by other 

authors. 

4.1 Experimental Specification 

We have performed all our experiments on Google Colab Python notebook which provided access to 

free 12Gb Tesla K80 NVIDIA GPU of SMI 470.74. We have used Adam as our optimization algorithm 

with a rate of learning of 0.001 to compile the models. All the methods are trained with a  count of 35 

epochs with 32 batch size.  We investigated the efficiency of our proposed model by computing recall, 

F1 score, precision and accuracy. The metrics are computed on True Positive (TP), False Positive (FP), 

True Negative (TN) and False Negative (FN) cases. 

True Positive (TP)- correct label is positive and predicted label is positive. 

False Positive (FP)- correct label is negative and predicted label is positive. 

True Negative (TN)- correct label is negative and predicted label is negative. 

False Negative (FN)- correct label is positive and predicted label is negative. 

Accuracy:  It is an evaluation metric that finds the model performance across all classes. It is the fraction 

of the sum of correct predictions to the sum of total predictions. 

Accuracy =
((𝑇𝑁+𝑇𝑃)) 

((𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃))   
                                                    (2)                                                                                                                               

Precision:  It is an evaluation metric that calculates the fraction of the total positive samples over the 

sum of total positive samples either classified precisely or imprecisely. 

Precision =
𝑇𝑃 

((𝑇𝑃+𝐹𝑃))
                                                            (3) 

Recall: It is an evaluation metric that calculates the fraction of the total positive samples over the sum 

of total positive input samples classified correctly. 
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Recall =
𝑇𝑃

((𝑇𝑃+𝐹𝑁))   
                                                                     (4) 

F1-score: It is an evaluation metric that finds the accuracy of the mode by combining both precision and 

recall by giving more weightage to false positives and false negatives. 

F1 − score =
2𝑇𝑃

((2𝑇𝑃+𝐹𝑃+𝐹𝑁)) 
                                                            (5) 

4.2 Comparison of Proposed Model with Base Pre-trained EfficientNetB3 

In our proposed model, we incorporated data augmentation technique and additional layers of global 

average pooling (GAP), dropout and dense softmax classification to increase the exactness of skin lesion 

classification results. We compare our proposed model with baseline EfficientNetB3 model without data 

augmentation, global average pooling layer and dropout layer. The final classification layer of base pre-

trained EfficientNetB3 model is replaced by dense softmax layer with the correct number of output 

classes (two class) to adjust the model to our classification task. From Table 2, it is observed that baseline 

EfficientNetB3 model performed much less with an accuracy of 56.97%, precision, F1-score and recall 

of 58.00%. Our proposed model gave an accuracy of 87.12% and precision, F1-score and recall of 

87.00%. 

Table 2. Comparative result of proposed model with baseline EfficientNetB3. 

Approach Dataset Accuracy Precision Recall F1-score 

Baseline EfficientNetB3 ISBI-ISIC 2017 56.97 58.00 58.00 58.00 

Proposed Model ISBI-ISIC 2017 87.12 87.00 87.00 87.00 

 

 

Figure 6 shows the accuracy curve of baseline EfficientNetB3 and Figure 7 shows the accuracy curve 

of the proposed fine-tuned model. In Figures 6 and 7, x-axis represents the epochs and y-axis represent 

the accuracy value. From Figure 6, it was observed that baseline EfficientNetB3 gave inferior results 

and showed a huge gap between training and validation accuracy curves resulting into model over-

fitting. From Figure 7, it was noticed that the proposed model provided superior results, as the gap 

among accuracy curves of training and validation is fairly reduced. In some cases, the training and 

testing accuracy curves are overlapping, which indicates the proposed model avoids over fitting 

problem. 

4.3 Comparison of Proposed Model with Other Pre-trained Models 

We further review the potency of the proposed model by comparing it with present state-of-the-art 

baseline pre-trained methods. We present comparative analysis of our proposed model with pre-trained 

models, such as ResNet50, InceptionV3, InceptionResNetV2, EfficientNetB0, EfficientNetB1 and 

EfficientNetB2. ResNet-50 is a variant of residual neural network with 50 layers pre-trained on 

ImageNet.  ResNet-50 model includes five stages consisting of convolution block and identity block. At 

each block of convolution and identity, 3 convolutional layers are present, respectively [14]. Applying 

the concept of skip connections is the strength of ResNet model. Skip connection assists in reducing the 

vanishing gradient problem in deep neural network by skipping through some of the layers during the 

Figure 6. Accuracy curve of baseline 

EfficientNetB3. 

Figure 7. Accuracy curve of the 

proposed model. 
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training. InceptionV3 is a deep-learning model pre-trained on ImageNet dataset comprising of recurrent 

inception modules. Inception module consists of convolution layer of 1×1, 3×3, 5×5, max pooling layer 

and concatenation layer [16]. InceptionResNetV2 [17] is another deep-learning model trained on 

ImageNet dataset. It is a hybridized model elicited from residual connection and inception modules. It 

consists of varied-sized convolutional filters mapped with residual connections with 164 deep layers. 

Concatenation layer of the inception module is missing in the InceptionResNetV2 model. Combination 

of inception architecture with residual connection accelerates the training speed. EfficientNetB0-B2 [15] 

belongs to the family of EfficientNet models based on compound scaling method. These models are 

considered to attain top accuracy gain and are also computationally efficient deep-learning models pre-

trained on ImageNet dataset.  

All these models are pre-trained on ImageNet dataset and contain features with respect to 1000 classes. 

To adjust these models to our ISBI-ISIC 2017 dataset, we use softmax layer as the last classification 

network layer with two classes. Only the top layer of these pre-trained models is adjusted and the rest 

of layers remain frozen. All these pre-trained models are trained with a count of 35 epochs with 32 batch 

size. Adam optimization algorithm with a rate of learning rate of 0.001 is used to compile all the models. 

We evaluate their performances on the ISBI-ISIC 2017 dataset for melanoma skin lesion classification 

task. From Table 3, it is observed that ResNet50 achieved the second best result and provided an 

accuracy of 84.85%, precision, recall and F1-score of 85.00%. Figure 8 indicates the accuracy curve of 

ResNet50.  InceptionV3 and InceptionResNetV2 provided accuracy values of 82.73% and 83.33%, 

respectively. Figure 9 shows the accuracy curve of InceptionResNetV2. In Figures 8 and 9, x-axis 

represents the epochs and y-axis represents the accuracy value. EfficientNetB0, EfficientNetB1 and 

EfficientNetB2 gave accuracy values of only 60.15%, 55.75% and 58.48%, respectively. The proposed 

model outperformed present state-of-the-art deep-learning methods on ISBI-ISIC 2017 dataset with 

highest F1-score of 87.00%. To investigate the efficacy of the proposed model, we analyze the confusion 

matrix of our model with ResNet50, InceptionV3 and InceptionResNetV2 models. Figure 10 shows the 

confusion matrix of the proposed model having lesser number of false negative and false positive labels 

as compared to other state-of-the-art advanced neural network methods ResNet50, InceptionV3 and 

InceptionResNetV2. 

Table 3. Comparative results of the proposed model with state-of-the-art pre-trained methods. 

Approach Dataset Accuracy Precision Recall F1-score 

ResNet50 ISBI-ISIC 2017 84.85 85.00 85.00 85.00 

InceptionV3 ISBI-ISIC 2017 82.73 83.00 83.00 83.00 

InceptionResNetV2 ISBI-ISIC 2017 83.33 83.00 83.00 83.00 

EfficientNetB0 ISBI-ISIC 2017 60.15 65.00 60.00 59.00 

EfficientNetB1 ISBI-ISIC 2017 55.75 55.00 56.00 55.00 

EfficientNetB2 ISBI-ISIC 2017 58.48 66.00 66.00 66.00 

Proposed Model ISBI-ISIC 2017 87.12 87.00 87.00 87.00 

Figure 8. Accuracy curve of ResNet50.        Figure 9. Accuracy curve of 

InceptionResNetV2. 
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4.4 Comparison of the Proposed Model with Other Approaches 

In addition, we analyze the findings of the proposed model with previous works carried out on ISIC 

dataset. In Table 4, we summarize the evaluation outcomes of the proposed model with those of other 

approaches. The proposed model accomplished an accuracy of 87.12% on ISBI-ISIC 2017 dataset, 

whereas Hasib et al. [7] achieved an accuracy of 81.18% using MelaNet deep-learning model with 

adversial training and transfer learning. Arthur et al. [8] used a combination of decision-directed acyclic 

graph with VGG_19 CNN deep-learning model and obtained an accuracy of 76.6%. Maria et al. [10] 

presented a deep neural network-based melanoma classification approach along with pre-processing 

technique for removal of hair artefacts and lesion segmentation technique. The authors achieved an 

accuracy of 81.5% on ResNet model and an accuracy of 74.1% on 2D CNN model on ISBI-ISIC 2017 

dataset. Jasil et al. [11] inspected the performance of deep-learning networks, like InceptionV3, VGG16 

and VGG19 using pre-processing techniques, like image normalization, image resizing and 

augmentation on ISIC dataset. According to [11], VGG19 achieved an accuracy of 76%. It can be noted 

that the proposed approach furnished more accurate results compared to other approaches from Table 4. 

Table 4.  Comparative results of the proposed model with other approaches. 

Reference Dataset Approach Accuracy % 

Proposed Model ISBI-ISIC 2017 Fine-tuned EfficientNetB3 87.12 

Hasib et al. [7] ISBI-ISIC 2016 MelaNet 81.18 

Arthur et al. [9] ISIC-2018 DDAG VGG_19_2 76.6 

Maria et al. [10] ISBI-ISIC 2017 
ResNet 81.5 

2D CNN 74.1 

Jasil et al. [11] ISIC-2018 

VGG16 77 

VGG19 76 

InceptionV3 74 

 (a)  (b) 

Figure 10. (a) Confusion matrix of ResNet50, (b) Confusion matrix of InceptionV3, (c) Confusion 

matrix of InceptionResNetV2 and (d) Confusion matrix of the proposed model. 
 

 (c)  (d) 
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5. CONCLUSIONS 

Melanoma skin cancer is fatal for human being and timely diagnosis of skin cancer is needed. Building 

a computer-aided diagnostics system for classification of melanoma skin lesion is important. In this 

paper, we propose an improved, comprehensive and fine-tuned EfficientNetB3 deep neural network 

model to categorize lesions into malignant and benign. We employ fine-tuning transfer-learning concept 

by utilizing network architecture of EfficientNetB3 model by freezing the initial layers of the model and 

then fine-tuning their weights in order to classify accurately to our two-class skin lesion classification 

task. We employ a range of data augmentation approaches to upgrade the correctness of the model in 

the training phase. We fine-tune EfficientNetB3 model, by adding customized layers of global average 

pooling (GAP), dropout and dense softmax classification node. In this paper, we provided comparative 

analysis of pre-trained deep-learning models for malignant melanoma classification. We reviewed the 

performance of ResNet50, InceptionV3, InceptionResNetV2 and EfficientNet B0-B2 pre-trained 

models. From the results, it was observed that these pre-trained models suffered model over-fitting 

problem. We tried to tackle the problem of model over-fitting by utilizing augmentation techniques and 

adding layers of global average pooling, dropout and dense softmax, which achieved promising results 

on EfficientNetB3 model. In this paper, we furnished an improved EfficientNetB3 model to categorize 

lesions into malignant and benign with promising results. The investigational results reflected the 

capability of employment of our proposed model in the task of malignant melanoma classification. 

Future scope of our research would be training and testing on more datasets and checking the efficiency 

of our proposed model aiding to build a reliable computer-aided diagnostic system for melanoma 

diagnosis. The study can be extended for future work by inspecting larger architectures and building 

deeper fine-tuned models.  
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 ملخص البحث:

ل يعُدددددددد الجددددددددث أحل    دددددددد ل     دددددددد ل  دددددددد ل خطددددددددثل رددددددددع ال  تددددددددث أحل   جددددددددع أل ر  ددددددددأ    ل  حا

دددددددثل  لثل دددددددأملجدددددددث أحل    ددددددد لي  يددددددد لُ ددددددد ل   تدددددددأ لر دددددددأ ل  تدددددددثي  ل  ددددددد ل  لاك  دددددددأّل  ت را

ددددد رأمل  ع ددددد   ل  عت لددددد ل ددددد ل ر تددددد ل لمط  دددددّلرتدددددأبيلملدددددع لي ددددد ل   ا ددددداع مل ،خ دددددث يل ددددد حا   تا

ل ث  لب ل أئ  ل    ث ءل  ل  حللل  ط       ا عيثل   ا      ليعُ ال

دددد  ل أجدددد     ل   جدددد يلرلدددد ال دددد لادددد  ل   ال دددداأ لّب ددددّل  ما (ل   ددددا  لEfficientNetB3 لرتعبجددددأ ل حت 

ددددأ ا ل أجدددد    دددد  ل  دددد اب ّ لكدددد   لر ددددثّل لأ ردددد  ل ملثل ددددأمل    دددد ل  ما  ل ف ددددع لمع دددد  ل  االددددللبّل  ما

ل(ResNet50 ل ل  عت ددددددّل  ت  ا دددددد ل تدددددد لأ يل  ددددددل مح    دددددد  ل اتددددددأبيل    فدددددد ل دددددد لرتددددددأبيل  دددددد ع ال

  InceptionV3)ل  InceptionResNetV2)ل  EfficientNetB0-B2) بددددددددددددددد ل   دددددددددددددددثملل 

لرتدددددعبيل   الر دددددأئ ل  ددددد  ل ددددد ل  تترددددد ل لاجددددد فأّ ل اددددد ل ددددد لEfficientNetB3ح  دددددلل حا (لّب دددددّل  ما

ل إر تدد ل أجدددع   ل   ال   ر دد ليدد لجددث أحل    ددد ل مطددعيثل جدددث ء مل دد    ل بدد لجدددث لمط  ددّلكددلا

ددد ل لأ ر دددد ل( ل لاخ  دددأ ل أي  ددد ل  االISBI-ISIC2017ي ددد ل  تعيددد ل    أردددأمل  تدددعبيل  تل دددثتيلمتا

دددددثلل  لأئتددددد ل  تتددددد ا  ل  ددددد ل   اددددد  ي لEfficientNetB3 اتدددددعبيل  (ل ،جأجددددد ل  لدددددأئ لي ددددد ل  طا

ل دددد ل87تدددد  ل%يل  اتددددألكأردددد ل  اال12 87تددددعبيل  تل ددددثتلّبادددد ل   دددد لّل  اال تتدددد ّ ل بدددد ل لادددد  %ل رددددلا 

دددد  يل ل   جدددد لر ددددأئ لتددددعبيل  تل ددددثتل دددد لادددد  ل   الّل  اال لكدددد   ل لاددددF1%ل   جدددد ل85 لاجدددد عأّ ل   ما

( FN  ضعل  ا  ل لأ جأ ل  تاأ   ل   أ ئ ل لي  ل  فأئم لاء ت تأ   لج   يل يأ  ل  ر  ل 
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