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#### Abstract

We live in a world where the Internet has become the backbone of most of our dealings. The Internet has turned this big planet into a small village. The Internet can be reached by everyone, everywhere, at any time. Some authors predict that the number of various types of devices capable of connecting via the Internet will reach 75.44 billion by 2025. These devices vary from low-processing power processors to heavy-processing power processors. It often requires the protection of mobile data between devices. These devices that have limited energy and resources require the protection technology to be adapted. The time it takes to encrypt a message using Data Encryption Standard (DES) is much less than the time it takes to encrypt the same message using Advanced Encryption Standard (AES). The problem with DES is that the key size is small and this makes it vulnerable to brute force attack. This paper gives complete guidelines for adapting the original DES and making it more secure, along with improving its performance compared to the existing standard encryption algorithms, such as AES. The proposed approach improves the original DES security by extending the key size of DES without affecting the cost of DES. The new algorithm is called DES22 and is convenient for low-processing power devices, such as wireless sensors. DES22 has three variants for key size: 128 bits, 256 bits and 512 bits. The paper also proposes another improvement to DES through random permutation and the distribution of the initial permutation and final permutation tables between the encryption and decryption algorithms. The experimental results show that DES22 is more secure and faster than AES.
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## 1. INTRODUCTION

The Internet has revolutionized the world of communication, where the transmission of various data of large volumes is carried out at a high speed and in less time, making people in contact with each other at any time and from anywhere. This revolution has transformed our planet into a small village. The Internet has transformed society, especially with the presence of Internet of Things (IoT) technologies and cloud computing platforms that connect everything, everywhere at any time. This of course has a positive impact on the progress of mankind, as transactions have become electronic thus turning our life more flexible. On the other hand, the development of technologies and the Internet has facilitated many cybercrimes. The Internet is available to all its users, all over the world, which makes it vulnerable to attack and therefore, it needs protection [1]-[3].
According to [4]-[5], by 2025, about 75 billion devices will be able to communicate with each other via the public network. Examples of these devices are: laptops, desktops, IoT, wireless sensors, smartphones, tablets, cars, airplanes, trains, biomedical machines, switches, routers and so on. Some of these devices have processors with high capabilities, while some other devices have processors with medium capabilities and others have processors with very modest capabilities.
Data collected from different types of devices connected to the Internet is a source of intelligent analysis through which decisions are made to improve a particular goal [5]. This data needs to be transferred quickly and needs to be protected from various types of attack.
Encryption is one of the traditional and important means to obtain confidentiality over the public

[^0]Internet. It also provides other services, such as authentication, integrity and non-repudiation [2], [6]. Since the Internet allows multiple processes to connect with no physical direct connections, their information may flow among intermediate eavesdropper(s); therefore, it is important to protect their privacy. Various algorithms have been developed to provide encryption services, such as Data Encryption Standards (DESs), Blowfish, Twofish and Advanced Encryption Standards (AESs).
The emergence of cloud computing, mobile computing, big data and the IoT has necessitated the need to develop cryptographic algorithms that help improve their efficiency, speed and confidentiality and reduce battery consumption [7].
Underlying cryptography architecture comprises the following terms: Plain text, cipher text, encryption and decryption algorithms and shared key. The implementation of encryption and decryption algorithms is known to the public, but the secret key is not. In the encryption process, the plain text is converted into cipher text. Meanwhile, in the decryption process, the cipher text is backconverted into the plain text [8].
Encryption algorithms are classified into two main categories: symmetric and asymmetric. In the symmetric cryptography algorithm, the key used for the encryption process is the same as that used for the decryption process. The most important things that distinguish symmetric encryption from asymmetric encryption are the speed of execution and the amount of memory used to hold the key. In the case of symmetric encryption, the execution speed is higher and the amount of memory used for the key is less, compared to asymmetric encryption [9].
DES is one of the symmetric algorithms used for data security between 1977 and 2000, as declared by the National Institute of Standards and Technology [10]. The size of the key in the DES is 56 bits, which means that the process of trying all combinations of the key to decrypt a cipher text that was encrypted with DES is equal to 256 attempts. This is one of the main reasons that led to the cancellation of dealing with DES. In this paper, we propose new models for DES that work with larger key and same block size.
In this paper, the subsequent sections are organized as follows: the literature review is presented in Section 2. A description of DES is introduced in Section 3. In Section 4, the proposed design of the new algorithm DES22 is presented. DES22 security analysis is introduced in Section 5. In Section 6, DES22 performance evaluation and results' analysis are discussed. In Section 7, DES and AES complexity analysis is presented. Finally, the conclusion is introduced in Section 8.

## 2. Literature Review

Pfitzmannl and Anmann [11] outlined the construction of G-DES algorithm, where they proposed modifications to the DES algorithm and expected that these modifications would increase the speed of DES and make it the fastest among its peers. G-DES allows the user to enter a key with a length of 768 bits and this key is sub-divided into 16 sub-keys of 48 bits each, removing the sub-keys generation activity from the original DES algorithm. In addition, G-DES allows users to enter the substitution boxes created by the user, create initial permutation (IP) and its reverse (FP) or ( $\mathrm{IP}^{-1}$ ) and finally enter the expanding permutation table. These suggestions did not find practical reality, as no implementation of GDES was carried out.
Eli Biham [12] claimed that the speedup of executing his new DES proposal using Alpha-64 architecture compared to the original DES execution is 5 . He provided a parallel form of DES implementation running on parallel SIMD model. The author claimed that DES needs 16000 instructions per block and with his new DES implementation, a block can be encrypted within the time it takes to execute 260 instructions. However, Eli Biham's proposal cannot work with all different modes of DES, in addition to that it does not enhance the DES security.
Anderson et al. [13]-[14] proposed an alternative form of the Advanced Encryption Standard (AES) algorithm, which they called Serpent algorithm. Serpent algorithm uses S-boxes as does DES, but the way they designed the S-Box made Serpent more efficient than AES. The size of the data block that the Serpent algorithm handles is 128 bits, the size of the key is 128,192 or 256 bits and the number of rounds in Serpent algorithm is 32, each round working with four 32-bits in parallel. The data block is represented in little-endian format. Serpent algorithm generates 33 sub-keys of 128 -bit length. Figure

1 shows the workflow of Serpent Encryption Algorithm. As you can see from Figure 1, Serpent algorithm starts with IP and ends with FP. Each round performs three activities: key mixing, substitution and linear transformation. The Serpent algorithm needs special hardware to work with and it does not find practical reality.
Alani proposed DES96 algorithm in order to enhance the security of DES [15]. The key size of DES96 algorithm is 84 -bit. The sub-key is generated via S -boxes and XOR process. The IP table contains 84 entries, the IP sub-divides the 84 -bits key into 3 parts: 48 -bits, 28 bits and 8 bits. The first 48 bits are converted to 32 bits via S-boxes, the next 28 bits are permuted and converted to 16 bits and the last 8 bits are sub-divided into four adjacent 2 bits and then every 2 bits are XORed. As a result, 4 bits are produced. These 3 parts contribute to the creation of the sub-keys. Alani's proposal increases the security of DES a little bit.

In [16], the authors suggested a new technique to enhance the security of DES. They proposed that the content of the following tables or lists should not be static: IP table, the inverse permutation table, substitution boxes, expansion box and shrinking box. In other words, the transposition and substitution processes should not rely on static tables. The key input of their algorithm is tied with a random number, the value of which will determine the rotation value for the above-mentioned tables or lists. The idea is brilliant, but the way they translated their idea was not perfect. The number of possible IP along with corresponding inverse tables is 64 , the number of possible expansion and corresponding shrinking tables is 32 and the number of possible S -boxes is $8^{* 64}$. In this case, their suggested proposal has $64 * 32 * 8 * 64$ possible transposition and substation tables or lists. The brute force attack for this model is $64 * 32 * 8 * 64 * 2^{56}$ tries.


Figure 1. Workflow of serpent encryption algorithm [14].
In [17], the authors changed some components within DES. They replaced the eight S-boxes with one S-box and this change reduced the complexity of the DES hardware design circuit and thus reduced the execution time and energy consumed. Furthermore, the authors apply pipeline technology to 3DES encryption and decryption processes, which leads to reduce the latency of 3DES encryption and decryption processes.
In [18], the authors introduced a new cryptography algorithm based on the AES algorithm, with three rounds and a 128 -bit key size. They replaced the AES S-box with their own 16 -entries S-box. They claimed that their algorithm is secure. In the world of cryptography, the fewer rounds the algorithms have, the less confusion and diffusion the cipher has. Therefore, the security of [18] algorithm needs justification.
In [19], the authors suggested a semi-AES-128 algorithm, in which they reduced the number of rounds by a half compared to the original AES and as a result, the execution time of the new code was reduced by $35 \%$. The security of their algorithm needs justification.
In [20], the authors proposed a pipelined implementation of AES that could work with multicore processors. Their proposal has 1.7 speedup compared with the original AES implementation. This type of algorithm needs multi-core processors to deliver better performance.

In [21], the authors proposed instruction set extensions to increase the performance and reduce the instructions count of AES implementation. They showed in their experiments that the speedup of their proposal is 10. The authors utilized embedded RISC processor, SPARC V8 architecture and superscalar processor for their test.
In [22], the authors designed a hardware for AES S-box and its inverse using 78 XOR and 36 AND gates, along with a coupled quadratic congruential generator (CQCG). The CQCG generates a random sequence for their design. This design increases the performance of AES algorithm.

In [23], the authors proposed a modified version of AES; they generated S-box table via PN Sequence Generator component and the same PIN is used to generate the input key. Their design increased the security of AES; however, it did not improve AES's performance. Table 1 summarizes the literature review section.

Table 1. Literature review summary.

| Algorithm | Description | Advantages | Disadvantages |
| :---: | :---: | :---: | :---: |
| G-DES [11]. | A variant of DES algorithm with a key length of 768 bits. | It seems to have more security. | There is no practical reality for the algorithm. |
| Parallel DES [12]. | A parallel DES proposal using Alpha-64 architecture. | Its speedup is 5. | It cannot work with all different modes of DES. Key size is 56 bits. |
| Serpent algorithm [13]-[14]. | The authors replace AES S-box with S-boxes used in DES; Serpent has 32 rounds. Serpent utilizes parallelism. | Serpent is more efficient than AES. | Serpent algorithm needs special hardware to work with. |
| DES96 algorithm [15]. | DES96 has a key length of 84 bits. | The security of DES96 is better than that of DES. | DES96 security is not sufficient. |
| New DES [16]. | The authors suggest that all DES tables should be rotated randomly. | The security of the algorithm is better than that of DES. | The security of this algorithm is not enough. |
| A variant of DES [17]. | The authors replace the eight S-boxes of DES with one S-box | The complexity is reduced compared with DES. | Key size is 56 bits. |
| AES-based algorithm [18]. | The modified AES has three rounds and a 128-bit key size. | The modified AES is faster than the original AES. | The cipher has less confusion and diffusion property. |
| $\begin{aligned} & \text { simi-AES-128 } \\ & \text { [19]. } \end{aligned}$ | The number of iterations is reduced to the half compared with AES. | The time latency is reduced to $35 \%$ compared with AES. | The security of the algorithm needs justification. |
| $\begin{aligned} & \text { Pipelined- AES } \\ & {[20] .} \end{aligned}$ | A variant implementation of AES utilizing pipeline. | Pipelined-AES has 1.7 speedup compared with the original AES. | The algorithm needs multi-core processors to deliver better performance. |
| Instruction set extensions [21] | Adding new instruction set to support AES performance. | The authors claim that the speed up is 10 . | The proposal needs a change in the hardware architecture. |
| Hardware S-box [22]. | Designing a hardware S-box using 78 XOR and 36 AND gates. | The design increases the performance of AES algorithm. | The design needs special hardware. |
| Modified version of AES [23]. | The authors generated s-box table via PN Sequence Generator component. | The security of AES is increased. | AES performance is problem. |

## 3. Data Encryption Standard (DES)

In this section, we will walk through the important points in the life cycle of DES to understand how to improve its security.

### 3.1 DES Workflow

DES deals either with block or stream cipher; the inputs of DES block encryption algorithm are blocks which a plain text length of 8 bytes or 64 bits and a key length of 56 bits. DES stream cipher works with a byte or many bytes. DES includes many simple operations, such as: substitution, permutation,
word expansion, 6 to 4 bytes shrinking and XOR operation. In the block encryption process, the plain text is divided into blocks of 8 bytes long. For each input block, DES algorithm iterates 16 times before producing the 8 bytes cipher block. Each round requires 48 -bits sub-key, so the algorithm needs 16 sub-keys of 48 -bits length each. These sub-keys are generated out from a 56 -bits key in a process called sub-keys generation. Figure 2, Figure 4 and Figure 5 show the DES encryption workflow.
The DES encryption starts with IP to the input block of 8 bytes length, where the bits of the input block are reordered according to the predefined IP table. Figure shows both IP and FP tables. As an example, bit numbers $58,50,42,34,26,18,10,2$ of the input block become the first eight bits of the output block, while bit numbers $60,52,44,36,28,20,12,4$ of the input block become the second eight bits of the output block, and so on.
The output of permutation process is a block of 2 words. It is divided into two halves: left word (Lword) and right word ( R -word), on the basis that the word is equal to four bytes. The two words are passed through 16 rounds, where within each round, the same activities are repeated. These activities are summarized as follows: R-word expansion process, round key XORing process, expanding Rword, shirking process, 32-bit permutation process and L-word XORing process. Figure 2, Figure 4 and Figure 5 depict the 16 rounds for DES encryption process.
Figure 5 shows the black box for each round, where the L-word and R -word resulting from round i are used as an input to the next round. Figure 6 depicts the white box for each DES $i^{\text {th }}$ round. The R-word is passed through; expansion process, where the expansion process uses a predefined expansion table; this table describes how to expand the 32 -bit R-word into 48 bits. The result is XORed with 48 subkey associated with iteration $\mathrm{i}^{\text {th }}$ number. Then the result is shrunk into 32 bits using predefined Sboxes. The resulting 32 bits are XORed with L-word. Finally, the L-word is swapped with the R-word, so that the current round L -word becomes the next round R -word and the current round R -word becomes L-word for the next round.
The DES encryption workflow is summarized as follows:
1- Divide the input plain text into blocks of length 8 bytes / 2 words, each word is 32 bits long.
2- If the last block is less than 8 bytes, then pad it with zeros.
3- Generate 16 sub-keys out from 56-bits input key, each sub-key has a length of 48 bits. Name each sub-key: SK (1), SK (2), ..., SK (16).
4- While there is a block of plain text not processed yet, do steps 4 to 7 . Otherwise, go to step 10 .
5- Pass the current block into the permutation process called IP.
6- Name the permutated 2 words: L-word and R-word.
7- Pass the two words L-word and R-word through 16 rounds, where each round performs the same following operations with R -word:
a. Pass R-word into the expansion process to produce 48 bits. See Figure 6.
b. XOR the expanded 48 bits with the corresponding $\operatorname{SK}(\mathrm{i})$, where " i " is an integer number in the range from 1 to 16 and refers to round number. See Figure 6.
c. Pass the result from the previous step through predetermined S-box to shrink it into 32 bits. See Figure 6.
d. Then, pass the Shrunk 32 bits into the permutation process, then the result is XORed with L-word; the result is the new value of L-word. See Figure 5.
e. Swap the new value of L-word with R-word, so that the current round is finished and the next round is configured with new values of L-word and R-word. See Figure 5. A summary of each round's activity is shown in Figure .
8- After 16 rounds are finished, the final LW and RW are passed into the final permutation called IP-1 and then the current cipher block is ready.
9- Go to step 4.
10- Concatenate all cipher blocks and then the whole encryption process is done.
In the substitution operation, each text pattern is uniquely substituted by cipher pattern, while in the permutation operation, the bits are distributed in an organized and studied way utilizing a table that guides the distribution mechanism [10]. The theory behind substitution and permutation is to hide the properties of the plain text, thus making it difficult for the attacker to break the cipher without knowing the key [27].


Figure 2. DES encryption process [24].


Figure 3. IP and IP inverse tables [25].


Figure 5. Black box for each round [26].


Figure 6. White box for each DES round [26].

In [10], the author states that for a stronger secure algorithm, it is recommended to have a large block size, a large key size, a large number of iterations producing staging product cipher, a strong key expansion and complex operations within each iteration.

### 3.2 Sub-keys Generation

The DES encryption and decryption processes use a key with a length of 56 bits. Originally, the entered key is 64 bits / 8 bytes long. The uppermost bit of each byte is discarded; therefore, the remaining bytes are 56 bits long. The DES encryption or decryption processes pass through 16 rounds, where each round uses a sub-key derived from a 56 -bits key. A process called sub-keys generation derives 16 sub-keys out from a 56 -input key. The process starts by permuting the 56 -bits key using a table called PC-1, then the result is broken into two parts; left half (C) and right half (D), where each part has a length of 28 bits. The generator iterates 16 times doing the following activities to generate 16 sub-keys with a length of 48 bits:
a) Rotate left each of the two parts C and D either by one or two bits. For iteration number 1,2, 9 and 16, the left rotation is one bit. Otherwise, the left rotations are two bits. As a result, the overall left rotation for each C and D is 28 bits [24].
b) Pass a copy of C and D into another permutation process using a table called PC-2, which will generate a sub-key SK(i) with a length of 48 bits.
Figure 8 depicts the key scheduling process. Figure shows the two tables PC-1 and PC-2.
The DES decryption algorithm has the same workflow as the DES encryption algorithm, except that it uses the key scheduling order in reverse and this is why the authors describe this kind of algorithm as Feistel [8].


Figure 7. Summary of round activities.


Figure 8. Key schedule for DES encryption [24].

## 4. The Proposed Design of DES22

We call the proposed design DES22, where the number 22 refers to the year 2022. DES22 transforms 64-bits plaintext blocks into 64-bits cipher text blocks. DES22 is a substitution transformation with 16 rounds, with the key sizes of 128,256 or 512 bits. The IP table along with its inverse $\left(\mathrm{IP}^{-1}\right)$ are dynamically created before the start of the encryption process. Therefore, the parameters for the DES22 algorithm are plain text or cipher text, a key of length ( 128,256 or 512 ) bits and a dynamic initial permutation table (DIP) along with its reverse ( DIP $^{-1}$ ). The DES22 algorithm is an open-source algorithm, while the key, DIP and (DIP ${ }^{-1}$ ) should be only be only shared with the sender and the receiver.
"DES22: DES-based Algorithm with Improved Security", M. M. Barhoush et al.

### 4.1 Dynamic IP and IP Inverse

The DES process starts with IP for each plain text block and terminates with its inverse $\left(\mathrm{IP}^{-1}\right)$ before producing the final value of cipher text block. The lookup table for IP and $\left(\mathrm{IP}^{-1}\right)$ are standard and fixed. These two processes do not add any security value to the DES algorithm and may hide a back door threat [24].
We provide a procedure that dynamically creates a table for IP process (DIP) and the corresponding inverse table for $\mathrm{IP}^{-1}$ process (DIP ${ }^{-1}$ ). The terms DIP and DIP ${ }^{-1}$ can be used to denote processes or tables depending on the context. Since these two tables do not give any secrecy value to DES, we distribute them among the encryption and decryption algorithms. We use the DIP process at the end of the encryption process, while we use the DIP $^{-1}$ at the beginning of the decryption process. The two tables DIP and DIP ${ }^{-1}$ are randomly generated; so, it is necessary that they are available only to the sender and the receiver. This distribution increases the security of DES. The following pseudo-code shows the dynamic creation of the DIP and its corresponding DIP ${ }^{-1}$ tables. Algorithm 1 describes the Dynamic creation of the tables IP and IP inverse.

```
Algorithm 1. Creating dynamic permutation tables DIP and DIP }\mp@subsup{}{}{-1
Input: no input
Output: return two lists DIP and DIP-1
Steps:
    Create empty lists ll, DIP,DIP -1 each with empty }64\mathrm{ entries
    Initiate the list ll with integer values range from 1 to 64
    count = 0, index =0
    while count < }64\mathrm{ do
        index = choose a random integer exists in the list ll
        DIP [count] = index
        DIP-1[index] = count
        Remove the value index from the list ll
        count = count +1
    0- end while
    11- return DIP and DIP-1
    12- end
```

It should be noted that to have better randomness in producing DIP and DIP ${ }^{-1}$ tables from the previous pseudo-code, we need to deal with true random generation. It should be noted that the number of probabilities of the tables generated by the previous pseudo-code is equal to the factorial of 64 (64!); this huge number of probabilities increases the security of the DES algorithm.

### 4.2 Key of Size 128, 256 \& 512 Bits

The original DES deals with a key of size 56 bits; this key is permuted using a lockup table called PC1, where table PC1 is shown in Figure. The proposed DES22 deals with a key-unit of 64 -bits, therefore, PC-1 table is modified from 56 entries into 64 entries. We called the new table Modified PC-1 (MPC-1). Round key permutation table PC-2 [24]. from the input key. The proposed DES22 is designed to support key lengths of 128 bits, 256 bits or 512 bits. The input key is divided into multiples of 64 bits; we will call them multiple key-units. Therefore, 128 -bit key is composed of 2 key-units, 256 -bit key is composed of 4 key-units and 512 -bit key is composed of 8 key-units. The process of creating sixteen 48 -bits sub-keys starts with permuting each key-unit using the MPC -1 matrix.

If the key input is a 128 bits long key, 2 key-units, then each of the two key-units passes through eight rounds ( $\mathrm{n}=8$ ) to generate sixteen sub-keys. Each key-unit is subdivided into its corresponding two 32bit parts called C and D. For each key-unit, the round key generator iterates 8 times doing the following activities to generate 8 sub-keys with a length of 48 bits:
a) For the first iteration, rotate left each of the two parts C and D by three bits.
b) For the remaining iterations, rotate left each of the two parts C and D by four bits. As a result, the overall left rotations for each C and D are 31 bits.
c) Pass a copy of C and D into the permutation process using the table called PC-2, which is the same table used in the original DES algorithm. This permutation generates a sub-key SK(i) with a length of 48 bits, where $\mathrm{i}=1,2,3 \ldots \ldots 16$.

| $P C-1$ |  |
| :---: | :---: |
| 57494133251791 1 | P -2 |
| 585042342618102 | $\begin{array}{lllllllll}14 & 17 & 11 & 24 & 1 & 5 & 3 & 28\end{array}$ |
| 595143352719113 |  |
| 6052443663554739 | $\begin{array}{llllllllll}26 & 8 & 16 & 7 & 27 & 20 & 13 & 2\end{array}$ |
|  | 4152313747553040 |
|  | 5145334844493956 |
| 29211352820124 | 3453464250362932 |

Figure 9. Initial key permutation table $\mathrm{PC}-1$ and
Round key permutation table PC-2 [24].

| 57 | 49 | 41 | 33 | 25 | 17 | 9 | 64 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 58 | 50 | 42 | 34 | 26 | 18 | 56 |
| 10 | 2 | 59 | 51 | 43 | 35 | 27 | 8 |
| 19 | 11 | 3 | 60 | 52 | 44 | 36 | 32 |
| 63 | 55 | 47 | 39 | 31 | 23 | 15 | 16 |
| 7 | 62 | 54 | 46 | 38 | 30 | 22 | 48 |
| 14 | 6 | 61 | 53 | 45 | 37 | 29 | 40 |
| 21 | 13 | 5 | 28 | 20 | 12 | 4 | 24 |

Figure 10. The permutation table of 64-input key.

If the key input is a 256 bits long key, 4 key-units, then each of the four key-units passes through four rounds ( $n=4$ ) to generate sixteen sub-keys. Each key-unit is subdivided into its corresponding two 32bit parts called C and D. For each key-unit, the round key generator iterates 4 times to perform the following activities to generate 4 sub-keys with a length of 48 bits:
a) For the first iteration, rotate left each of the two parts C and D by seven bits.
b) For the remaining iterations, rotate left each of the two parts C and D by eight bits. As a result, the overall left rotations for each C and D are 31 bits.
c) Pass a copy of C and D into another permutation process using the table called PC-2. This permutation generates a sub-key $\mathrm{SK}(\mathrm{i})$ with a length of 48 bits, where $\mathrm{i}=1,2,3 \ldots \ldots 16$.
If the key input is 512 bits long, 8 key-units, then each of the eight key-units passes through two rounds $(\mathrm{n}=2)$ to generate sixteen sub-keys. Each key-unit is subdivided into its corresponding two 32bit parts called C and D. For each key-unit, the round key generator iterates twice to perform the following activities to generate two sub-keys with a length of 48 bits:
a) For the first iteration, rotate left each of the two parts C and D by fifteen bits.
b) For the second iteration, rotate left each of the two parts C and D by sixteen bits. As a result, the overall left rotations for each C and D are 31 bits.
c) Pass a copy of C and D into another permutation process using the table called PC-2. This permutation generates a sub-key $\mathrm{SK}(\mathrm{i})$ with a length of 48 bits, where $\mathrm{i}=1,2,3 \ldots \ldots 16$.
Figure 11 depicts the new key scheduling process, where $\mathbf{n}$ represents the number of iterations to generate 48 -bits sub-keys, MPC-1 represents the modified permutation table PC-1, each C and D is with a length of 32 bits. The subscript i in the words key-unit represents the $\mathrm{i}^{\text {th }}$ key-unit according to the table below.

Table 2 shows the relation between the length of input key and the number of key-units, as well as the number of iterations to generate n 48 -bits sub-keys and the number of overall 48 -bits sub-keys.
The reason behind applying total left rotation for each key unit by 31 bits is that this process produces unique sub-keys out from each key-unit. Table 3 depicts the values between key-units and their corresponding sub-keys. Table 4 shows the results of encrypting a plain text using different key-units.

### 4.3 Ignoring Weak Keys

In [8], Forouzan mentioned that some keys are considered weak or semi-weak and should be taken care of. Weak keys are four: all bits that have a value of zero, all bits that have a value of 1 or all bits that have a value of zero in the C part and a value of 1 in the D part, or just the opposite. On the other hand, there are 12 semi-weak keys; there values in the hexadecimal system are: [01FE 01 FE 01 FE 01FE, FE01 FE01 FE01 FE01, 1FE0 1FE0 0EF1 0EF1, E01F E01F F10E F10E, 01E0 01E1 01F1 01F1, E001 E001 F101 F101, 1FFE 1FFE 0EFE 0EFE, FE1F FE1F FE0E FE0E, 011F 011F 010E 010E, 1F01 1F01 0E01 0E01, E0FE E0FE F1FE F1FE, FEE0 FEE0 FEF1 FEF1]. Forouzan also
"DES22: DES-based Algorithm with Improved Security", M. M. Barhoush et al.
mentioned that there are keys called potential weak keys. The use of these keys leads to generate only four distinct sub-keys.


Figure 11. The new key scheduling process.
Table 2. The relation between the length of input key and the number of key-units.

| Key length in <br> bits | Number <br> of key- <br> units | Number of iterations to generate (n) 48- <br> bits sub-keys or Number (n) of 48-bits <br> sub-keys generated out of each key-unit. | Number of overall 48-bits sub-keys |
| :---: | :---: | :---: | :---: |
| 128 | 2 | 8 | 16 |
| 256 | 4 | 4 | 16 |
| 512 | 8 | 2 | 16 |

Table 3. The generated sub-keys based on different key-units.

| No. of Key-units | Key-unit value | Sub-keys |
| :---: | :---: | :---: |
| 2 | $\mathrm{KU}[1]=0 \times 123456789 \mathrm{ABCDEF} 0$ | $\begin{aligned} & \text { sub_key[1] }=0 \times 439 \mathrm{f} 4 \mathrm{cc} 6 \mathrm{ac} 1 \mathrm{~d} \\ & \text { sub_key[2] }=0 \times \mathrm{x} 1 \mathrm{ed6a} 19 \mathrm{~d} 3 \mathrm{a} 3 \\ & \text { sub_key[3] }=0 \times 719 \mathrm{f} 15 \mathrm{ca} 29 \mathrm{dc} \\ & \text { sub_key[4] }=0 \times 37 \mathrm{c} 4 \mathrm{f} 6731623 \\ & \text { sub_key[5] }=0 \times 3 \mathrm{a} 833 \mathrm{~d} 047 \mathrm{bdc} \\ & \text { sub_key[6] }=0 \times 270 \mathrm{afce} 38 \mathrm{c} 2 \mathrm{~b} \\ & \text { sub_key[7] }=0 \times 9 \mathrm{a} 2 \mathrm{f} 783 \mathrm{~d} 51 \mathrm{f} 4 \\ & \text { sub_key[8]= 0x439f4cc6ac1d } \\ & \hline \end{aligned}$ |
|  | $\mathrm{KU}[2]=0 \times 22234512987 \mathrm{ABB} 23$ | $\begin{aligned} & \text { sub_key[9]= 0x1c9d64820556 } \\ & \text { sub_key[10]= 0xadc724504649 } \\ & \text { sub_key[11]= 0xb9b2718075a8 } \\ & \text { sub_key[12]= 0x7273d4f24832 } \\ & \text { sub_key[13]= 0x43617f953050 } \\ & \text { sub_key[14] }=0 \times 530 b a b 10 a c 8 e \\ & \text { sub_key[15]= 0x950ece0b60e3 } \\ & \text { sub_key[16]= 0x1c9d64820556 } \\ & \hline \end{aligned}$ |
|  | $\mathrm{KU}[1]=0 \times 123456789 \mathrm{ABCDEF} 0$ | $\begin{aligned} & \text { sub_key[1]=0xb1ed6a19d3a3 } \\ & \text { sub_key[2]=0x37c4f6731623 } \\ & \text { sub_key[3]=0x270afce38c2b } \\ & \text { sub_key[4]=0x439f4cc6ac1d } \\ & \hline \end{aligned}$ |
|  | $\mathrm{KU}[2]=0 \times 22234512987 \mathrm{ABB} 23$ | $\begin{aligned} & \hline \text { sub_key[5]=0xadc724504649 } \\ & \text { sub_key[6]=0x7273d4f24832 } \\ & \text { sub_key[7]=0x530bab10ac8e } \\ & \text { sub_key[8]=0x1c9d64820556 } \\ & \hline \end{aligned}$ |


| 4 | $\mathrm{KU}[3]=0 x F E D C B A 9876543210$ | $\begin{aligned} & \text { sub_key[9]=0x86b6b30bd8b2 } \\ & \text { sub_key[10]=0xe4495b1506ad } \\ & \text { sub_key[11]=0xd7d488ee0133 } \\ & \text { sub_key[12] }=0 \times \mathrm{xe} 84 \mathrm{cb} 54 \mathrm{ebea} 8 \end{aligned}$ |
| :---: | :---: | :---: |
|  | $\mathrm{KU}[4]=0 \times 9988776655443322$ | $\begin{aligned} & \text { sub_key[13]=0x8d15e8a29c2b } \\ & \text { sub_key[14] }=0 \times \mathrm{xf} 97445 \mathrm{c} 1 \mathrm{a} 41 \mathrm{c} \\ & \text { sub_key[15] }=0 \times 6372 \mathrm{a} 78629 \mathrm{~d} 1 \\ & \text { sub_key[16] }=0 \times 8 \mathrm{e} 0 \mathrm{bc} 74 \mathrm{c} 70 \mathrm{cc} \end{aligned}$ |
| 8 | $\mathrm{KU}[1]=0 \times 123456789 \mathrm{ABCDEF} 0$ | $\begin{aligned} & \text { sub_key[1]=0x37c4f6731623 } \\ & \text { sub_key[2]=0x439f4cc6ac1d } \end{aligned}$ |
|  | KU[2] $=0 \times 22234512987 \mathrm{ABB} 23$ | $\begin{aligned} & \hline \text { sub_key[3]=0x7273d4f24832 } \\ & \text { sub_key[4]=0x1c9d64820556 } \end{aligned}$ |
|  | KU[3] $=0 \times \mathrm{xFEDCBA} 9876543210$ | sub_key[5]=0xe4495b1506ad sub_key[6]=0xe84cb54ebea8 |
|  | $\mathrm{KU}[4]=0 \times 9988776655443322$ | $\begin{aligned} & \text { sub_key[7]=0xf97445c1a41c } \\ & \text { sub_key[8]=0x8e0bc74c70cc } \end{aligned}$ |
|  | $\mathrm{KU}[5]=0 \times 123456789 \mathrm{ABCDEF} 0$ | $\begin{aligned} & \text { sub_key[9]=0x37c07c631633 } \\ & \text { sub_key[10]=0x61af4dc6a81d } \end{aligned}$ |
|  | $\mathrm{KU}[6]=0 \times 22234512987 \mathrm{ABB} 23$ | $\begin{aligned} & \text { sub_key[11]=0x7373d4a2c8a2 } \\ & \text { sub_key[12]=0x1cbf64820172 } \end{aligned}$ |
|  | $\mathrm{KU}[7]=0 x F E D C B A 9876543210$ | $\begin{aligned} & \text { sub_key[13]=0xe4096b1526e5 } \\ & \text { sub_key[14]=0xe948b55efe28 } \end{aligned}$ |
|  | $\mathrm{KU}[8]=0 \times 9988776655443322$ | sub_key[15]=0xf97415c1845c <br> sub_key[16]=0x8e0fc35c30cc |

What distinguishes DES22 is that when generating a key, it makes sure that none of the abovementioned keys are used. DES22 makes sure that each key-unit is not equal to the four weak keys and does not equal any of the twelve semi-weak keys. In case that the key-unit is among the list of possible weak keys, this condition is confirmed by checking that all the 16 sub-keys must be distinct.

## 5. DES22 SECURITY ANALYSIS

DES22 is a security improvement to the DES algorithm. It uses three key sizes (128, 256 and 512 bits), which is a clear improvement in terms of security. Also, it uses dynamic permutation tables DIP and DIP ${ }^{-1}$. Obviously, in order to break an encryption/decryption algorithm that uses n-bits key using brute force attack, this needs $2^{n}$ tries. On the other hand, using dynamic permutation tables of 64 entries, the attack process becomes more difficult, as it needs 64 ! attempts. Table 5 summarize the number of attempts to break DES22 via brute force attack. The time needed for a brute force attack is equal to the number of attempts multiplied by the speed of one attempt by the world's fastest supercomputer. The following formula expresses the time interval for a brute force attack.

Table 4. The results of encrypting a plain text using different key-units.

| Key-units in hexadecimal value | Plain text in hexadecimal value | Cipher text in hexadecimal value |
| :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{KU}[1]=0 \times 123456789 \mathrm{ABCDEF} 0 \\ & \mathrm{KU}[2]=0 \times 22234512987 \mathrm{ABB} 23 \end{aligned}$ | 0x9474b8e8c73bca7d | 0x7f7fe23bf6189e77 |
| $\begin{aligned} & \text { KU[1] }=0 \times 123456789 \mathrm{ABCDEF} 0 \\ & \mathrm{KU}[2]=0 \times 22234512987 \mathrm{ABB} 23 \\ & \mathrm{KU}[3]=0 \times F E D C B A 9876543210 \\ & \mathrm{KU}[4]=0 \times 9988776655443322 \end{aligned}$ | 9474b8e8c73bca7d | 8e4ea022e7964db0 |
| $\mathrm{KU}[1]=0 \times 123456789 \mathrm{ABCDEF} 0$ <br> $\mathrm{KU}[2]=0 \times 22234512987 \mathrm{ABB} 23$ <br> $\mathrm{KU}[3]=0 \times$ FEDCBA9876543210 <br> $\mathrm{KU}[4]=0 \times 9988776655443322$ <br> $\mathrm{KU}[5]=0 \times 123456789 \mathrm{ABCDEF} 0$ <br> $\mathrm{KU}[6]=0 \times 22234512987 \mathrm{ABB} 23$ <br> $\mathrm{KU}[7]=0 \times F E D C B A 9876543210$ <br> $\mathrm{KU}[8]=0 \times 9988776655443322$ | 9474b8e8c73bca7d | 67d8f66f41850f16 |

Time $_{\text {brute force attack }}=$ No. of attempts * speed $_{\text {one atempt. }}$.
Assume that the world's fastest supercomputer has the speed of 415.5 peta FLOPS and assume that the speed of DES22 encryption process is 415.5 FLOPS, then each brute force attempt takes 415.5 FLOPS; in this case, this supercomputer can perform $10^{\wedge} 15$ encryption activities each second.
$2^{\wedge} 128 * 1 /$ peta flops $=340282366920938463463374.60743177 \mathrm{sec}=340282366920938463463374$ years $=3.4 * 10^{\wedge} 23$ years
2^256 * 1/ 442,010 teraflops = 2.619671257150657121412886247114e+59= $8.3069230630094403900713034218482 \mathrm{e}+51$ years
$64!=1.2688693218588416410343338933516 \mathrm{e}+89$
Table 5. The relationship between DES22 key size and brute force attack.

| Key size | No. of attempts using brute force attack |
| :--- | :--- |
| DES22 using 128-bits key | $2^{128}$ attempts |
| DES22 using 256-bits key | $2^{256}$ attempts |
| DES22 using 512-bits key | $2^{512}$ attempts |
| DES22 using 128-bits key + dynamic permutation | $\left(2^{128}+64!\right)$ attempts |
| DES22 using 256-bits key + dynamic permutation | $\left(2^{256}+64!\right)$ attempts |
| DES22 using 512-bits key + dynamic permutation | $\left(2^{512}+64!\right)$ attempts |

## 6. DES22 PERFORMANCE Evaluation and Results' AnAlysis

The DES22 is implemented with three different key lengths, 128, 256 and 512 bits, in addition to using the dynamic permutation table as key extension. For performance evaluation, we ran three algorithms, such as: DES22, DES and AES, to compare the time executions among them. We use the terms data-units and cipher-units to describe a unit of data or cipher with a length of 64 bits. The table below summarizes the execution time for encrypting $n$ data-units and decrypting $n$ cipher-units using DES22, DES and AES implementations. For AES implementation, we run the one with a key of 128 bits. In this research, we get the best DES implementation from the site [28], as well as the best AES implementation from the site [29].

The test was performed on Intel laptop Intel® core ${ }^{\mathrm{TM}}$ I7-6500 CPU @ 2.50 GHz 2.60 Hz and 16 GB RAM, Windows 10 professional 64-bits operating system. Table 6 depicts the system we use.

Table 6. System specifications.

| Processor | Intel® core ${ }^{\mathrm{TM}} \mathrm{I} 7$-6500 CPU @ 2.50 GHz 2.60 Hz |
| :--- | :--- |
| RAM | 16 GB |
| System type | 64 -bit operating system, x64-based processor |

Table 7 shows the speed of encrypting a variable number of data-units ( 8 bytes / 64 bits) using DES, AES, DES22, Parallel DES, Serpent, DES96, New DES and a variant of DES. The abbreviation "enc" in the table header means encryption. DES22-128 means DES22 with 2 key-units (128 bits), 256 means 4 key-units ( 256 bits) and 512 means 8 key-units ( 512 bits). It is noticeable that DES22 is close to the speed of DES and almost three times faster than AES. It is also noted that DES22 is faster and more secure than all its peers. Parallel DES is faster -but less secure- than DES22 due to the size of the key.

Table 7. The execution time for encrypting data-units.

| Time in milliseconds for enc [No. of data-units] |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of <br> data-units | DES | AES | DES22 <br> $\mathbf{1 2 8}$ | DES22 <br> $\mathbf{2 5 6}$ | DES22 <br> $\mathbf{5 1 2}$ | Parallel <br> DES [12]. | Serpent <br> [13] [14]. | DES96 <br> [15]. | New DES <br> [16]. | A variant of <br> DES [17]. |  |  |  |  |  |  |  |  |
| 1 | .01 | .0708 | .01 | .012 | .012 | .004 | .032 | .015 | .014 | .025 |  |  |  |  |  |  |  |  |
| 2 | .014 | .07 | .019 | .02 | .018 | .004 | .31 | .022 | .02 | .035 |  |  |  |  |  |  |  |  |
| 1 K | 12 | 46 | 9 | 9 | 10 | 4 | 26 | 21 | 19 | 28.8 |  |  |  |  |  |  |  |  |
| 2 K | 24 | 90 | 22 | 23 | 21 | 8 | 52 | 35 | 33 | 55 |  |  |  |  |  |  |  |  |
| 4 K | 41 | 150 | 31 | 33 | 34 | 11 | 87 | 68 | 62 | 94 |  |  |  |  |  |  |  |  |
| 10 K | 93 | 325 | 79 | 79 | 90 | 19.7 | 180 | 144 | 132 | 241 |  |  |  |  |  |  |  |  |
| 20 K | 274 | 696 | 150 | 169 | 181 | 60 | 550 | 412 | 390 | 680 |  |  |  |  |  |  |  |  |
| 50 K | 526 | 1912 | 418 | 420 | 224 | 157 | 1024 | 811 | 795 | 2,782 |  |  |  |  |  |  |  |  |
| 100 K | 1339 | 3481 | 895 | 915 | 925 | 337 | 2695 | 2027 | 1912 | 2,678 |  |  |  |  |  |  |  |  |
| 1 M | 7887 | 27610 | 7113 | 7201 | 7386 | 1985 | 15,879 | 12012 | 11152 | 16,562 |  |  |  |  |  |  |  |  |

The following chart in Figure shows the execution time to encrypt 1 mega data-units (8 megabytes) using DES, AES, DES22, Parallel DES, Serpent, DES96, New DES and a variant of DES.. From time perspective, AES is 3 times slower than DES and DES22. Since the security of DES22 is far better than those of both AES and DES and DES22 is faster than AES, it is obvious that DES22 has a better performance and security for simple and complex processors.


Figure 12. The execution time to encrypt or decrypt 1 Mega data-units.

## 7. DES and AES Complexity Analysis

DES and DES22 are Feistel cipher algorithms, which accept a block of 64-bit plain text and produces a block of 64-bit cipher text, or vice versa. The block is passed through an initial permutation and then through 16 stages of product ciphers, in which at each stage the following operations are performed on the block:

1. Splitting 64 bits into two halves.
2. Swapping the two halves.
3. Combining the two halves.
4. 32-bit to 48-bit expansion via P-box.
5. Using XOR.
6. Shrinking 48 bits into 32 bits via S-boxes.
7. 32-bit permutation.

The DES S-boxes were designed under the supervision of IBM researchers and they considered certain types of attacks in their design; one of these attacks is differential cryptanalysis. Recently, it is discovered is that DES is immune to differential attack due to the S-boxes design [30] and this of course is reflected in the DES22. DES is susceptible to linear and Davies-Murphy attacks [30]-[31] and this also is reflected in the DES22.
On the other side, AES is non-Feistel cipher and sometimes called Rijndael. Rijndael was selected among four other peers, MARS, RC6, Serpent and Twofish. The reason behind the superiority of AES lies in the following characteristics: security, cost, algorithm \& implementation. AES is a block cipher, the block size is 128 -bit and the key size varies: 128 -bit, 192 -bit or 256 -bit.
In AES, the plain text is divided into 128 -bit blocks, where each block is converted into a 4 X 4 array called state. The state is XORed with round key and then the result is passed through 10, 12 or 14 rounds, noting that the length of the key determines the number of rounds. In each round, the following operations are performed on the block:

1. Substitute each byte of the state with another value obtained from a table called S-box.
2. Rotate each row of the state to the left according to predefined values.
3. Perform matrix multiplication with each column of the state; this is called mix-column.
4. Finally, do XOR operation with the state and the round key.

AES is immune against differential and linear attacks. The reason for this is that the system design is based on Glorias Field $\left(\operatorname{GF}\left(2^{8}\right)\right.$ ) and uniform distribution of Sbox [10], [26], [30] and [32]. We strongly believe that in case of differential and linear attacks occur using AES, the long key size
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makes these attacks unfeasible. The same is true with DES22, where the longer key size makes differential, linear and Davies-Murphy attacks inapplicable to DES22.

The simple operations and product cipher used in DES and DES22 make them faster in execution than AES, since AES contains matrix multiplications.

## 8. CONCLUSION

What called us to go back to the past and search for what was used in the field of encryption, which was suitable for the speed of devices in that era, is the emergence of the so-called IoT. The world of the IoT may contain sensors with a simple processor that takes readings and sends them to the main processor, which in turn bases its decisions on these readings. It is essential to protect these readings as well as the speed of their transmission and processing. One of the factors that contribute to security and speed is the availability of an encryption algorithm that is fast and secure.
DES is faster than AES; however, it is not secure as AES. In this paper, DES is extended by increasing the key size and the permutation table is adapted to make the new product more secure and faster than both the original DES and AES. Extended DES is called DES22. The results of the experiment show that DES22 is faster and more secure than AES.
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