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ABSTRACT 

This study proposes the use of Residual Neural Networks (ResNets) to recognize Arabic offline isolated 

handwritten characters including Arabic digits. ResNets is a deep learning approach which showed effectiveness 

in many applications more than conventional machine learning approaches. The proposed approach consists of 

three main phases: pre-processing phase, training the ResNet on the training set and testing the trained ResNet 

on the datasets. The evaluation of the proposed approach is performed on three available datasets: MADBase, 

AIA9K and AHCD.  The proposed approach achieved accuracies of 99.8%, 99.05% and 99.55% on these datasets, 

respectively. It also achieved a validation accuracy of 98.9% on the constructed dataset based on the three 

datasets.  
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1. INTRODUCTION 

Optical Character Recognition (OCR) is an electronic conversion of images of printed/handwritten text 

into computer-encoded text. Handwritten OCR system is divided into online and offline recognizers 

based on the input method. Online data is made through devices, such as tablets, computer mouse or 

electronic pen, while offline data is collected from scanned images of typed/handwritten documents. 

The recent OCR approaches are mainly applying conventional machine learning or deep learning 

approaches. Conventional machine learning approaches, such as Multi-layer Perceptron (MLP) and 

Support Vector Machine (SVM) approaches require expert engineers and specialists. 

OCR is a multidisciplinary area of research in artificial intelligence, computer vision and pattern 

recognition. OCR is frequently used as a day of data entry from printed papers, like invoices, passport 

documents, mails, …etc. OCR is also a common method of digitizing printed texts, so that they can be 

electronically edited, searched, …etc. OCR is used in many applications, like machine translation, text 

mining and cognitive computing.  

Processing Arabic language has lately gained attention from scholars with the increase in Arabic 

scholars. It became necessary all over the world and is almost digitizing massive amounts of information 

that is daily being processed. An example of this information comprises medical records, license plate 

recognition, checks to verify and old documents for digital libraries. Isolated characters have more 

complicated features to detect and different shapes for each letter based on the context of the character. 

The total number of expanded characters reaches 84 shapes that are made of the 28 basic letters. 

Several studies that used deep neural networks for Arabic character recognition (Convolutional Neural 

Networks (CNNs), Deep Belief Networks (DBNs), Recurrent Neural Networks (RNNs)) gave promising 

results. Convolutional approaches automatically extract features from raw images. CNN-based 

architecture provides an end-to-end solution without the need to have a handcrafted-feature extraction 

or data representation transformation in contrast to many different conventional approaches [1]. CNN 

OCR systems must include four essential components: convolutional layer, pooling layer, fully 

connected layer and loss function that is added in the last layer. Such systems provide an effective 

performance by applying a drop-out of layers and control the size of the CNN. 

One of the first CNN architectures was the LeNet-5 architecture which was introduced by Lecun et al.[2] 

and is primarily implemented for the OCR system of handwritten zip code digits by the U.S. postal 

https://en.wikipedia.org/wiki/Data_entry
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services data and is also applied in face recognition systems. It consists of five layers, including two 

convolutional layers, two pooling layers and finally, a fully connected layer. Another popular 

architecture called AlexNet was constructed by Krizhevsky et al. [3]. It is considered one of the first 

networks that comprise a sort of depth. It is composed of 5 convolutional layers, 3 pooling layers and 

the last convolutional layer is followed by three fully connected layers.  

Wu et al. [4] proposed a model called the Directly Connected Convolutional Neural Networks 

(DCCNNs) model. The obtained results pertaining to their proposed model are compared to the results 

related to the previous models, where it is proved to take a less computational time for recognition and 

training large images/datasets. The comparison consists of five different datasets, including the MNIST 

dataset for isolated handwritten digits. By using the MNIST dataset, an accuracy of 98.96% is slightly 

improved and is 1.3 to 1.4 times faster than the conventional CNNs. 

Ashiquzzaman and Tushar [5] proposed an offline Arabic numeral recognizer by applying CNNs. They 

also modified the Multi-layer Perception (MLP) by applying a dropout regularization for solving the 

overfitting problem. The proposed approach is trained and tested on the CMATERDB 3.3.1 Arabic 

handwritten digit dataset. The proposed approach achieved an accuracy of 97.4%, while the modified 

MLP approach achieved an accuracy of 93.8%. 

Mudhsh & Almodfer [6] proposed the VGGnet architecture for Arabic OCR handwritten alphanumeric 

characters. Their model was applied to the MADBase database with an accuracy of 99.66% and to the 

HACDB database with an accuracy of 97.32%. 

Younis & Alkhateeb [7], Tomimori et al. [8] and Eladel et al. [9] introduced a handwritten digital 

recognition model by using CNNs. They modified the architecture of the network based on their own 

experiments and trials. Younis & Alkhateeb [7] created a simple CNN architecture for Arabic 

handwritten digit recognition and face recognition models. To train their model, they used MNIST 

dataset, which achieved an accuracy of 98.11%.  

Eladel et al. [9] proposed an approach that has an impact on improving the classification accuracy and 

testing speed. Their results for the MNIST achieved an accuracy of 95.7% and the CIFAR-10 achieved 

an accuracy of 99.71%. 

Younis [10] presented a deep neural network-based handwritten Arabic character recognition system. 

ResNet-18 architecture was applied with batch normalization for regularization and dropout to prevent 

overfitting. He obtained recognition accuracies of 94.8% with AHCD database and 97.6% with AIA9k. 

Elleuch et al. [11] investigated the Deep Belief Neural Networks (DBNNs) approach for Arabic 

handwritten character/word recognition. The DBNN approach is trained and tested on the HACDB and 

IFN/ENIT databases. The obtained results of the two experiments showed that a 2.1% error rate resulted 

for characters, but for words, the error rate exceeded 40% concluding that the proposed DBNN approach 

is still unready to deal with high-level dimensional data. 

Tagougui & Kherallah [12] proposed a model that consisted of the DBN approach and BottleNeck 

feature classifier for the Arabic handwritten character OCR. The LMCA database was used for training 

and testing. The experimental results showed that the proposed approach outperformed some previous 

approaches. 

Karthik and Srikanta [13] proposed the Deep Belief Network (DBN) approach to recognize different 

handwritten Kannada characters. The experiment achieved an average accuracy of 95% by using raw 

pixels and an accuracy of 96.41% tested on a dataset consisting of 18,800 samples. 

Recently, Mustafa and Elbashir [14] used the CNN for the recognition of Arabic names. The dataset 

(SUST-ARG) containing 8028 Arabic names was used for training and testing the proposed approach. 

Experimental results showed that the proposed approach has achieved an accuracy of 99.14%. 

Another recent work on Arabic handwriting recognition was proposed by Ghanim et al. [15]. They 

proposed a multistage cascading approach for Arabic offline handwritten character recognition. The 

Hierarchical Agglomerative Clustering (HAC) algorithm was used to cluster and rank the dataset. Then, 

six different deep CNN approaches were used in the recognition process. The IFN/ENIT Arabic dataset 

was used to evaluate and compare the six deep CNN approaches. The proposed approach achieved 

promising results in terms of computation time and complexity, as well as classification results.  

Most recent research on Arabic handwritten recognition is done by Altwaijry and Al-Turaiki [16]. In 
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this study, they presented a novel dataset consisting of 47,434 Arabic characters written by children 

aged from 7 to 12 years. This dataset was used to train and test the proposed approach for the recognition 

of Arabic handwritten characters using CNN. The proposed approach achieved an accuracy of 88% on 

the AHCD and the Hijja datasets, respectively. 

Akouaydi et al. [17] proposed the use of CNN based on Beta-elliptic parameters and fuzzy elementary 

perceptual codes for the recognition of Arabic online characters. An accuracy of 98.90% was achieved 

using two Arabic datasets; LMCA and MAYASTROUN. 

According to the previous studies, it is confirmed that convolutional approaches perform more 

effectively when applying image recognition through different related approaches. In the case of 

offline/online character recognition, it is created in the form of 2D-vector, which is more suitable. The 

DBNs require extra efforts for transforming the data, followed by exceeding computational complexity. 

Results motivate to use one of their improved architectures, which are anticipated to be effective and 

appropriate for this research problem.  

Table 1 gives a summary of the key literature analyzed in this research. This Table shows the 

relationships between the key studies on Arabic OCR as well as their limitations. The scope of these 

studies is the recognition of Arabic offline handwritten characters. It can be seen that [6] has achieved 

the highest accuracy on the MADBase dataset among other approaches, while [1] and [5] achieved the 

next best results. Approaches in [6] and [16] obtained lower efficiency compared to other approaches. 

Table 1. A summary of key literature. 

Ref. Approach Scope Limitations Results 

[1] CNN 

Offline Arabic 

handwritten character 

recognition 

Depends on the hyper-

parameters’ tuning and the 

size of the dataset. 

97.32% on 

OIHAC dataset 

[5] CNN 

Identifying offline 

handwritten numbers 

based on conducted 

experiments 

The model is not enhanced 

more than the limit already 

enhanced. 

97.4% on  

CMATERDB 

dataset 

[6] 
CNNs / 

VGGnet 

Arabic handwritten 

alphanumeric 

character recognition 

The system is simple and 

generic and does not perform 

effectively for words. 

99.66% on 

MADBase 

dataset and 

97.32% on 

HACDB dataset 

[10] ResNet-18 

Offline Arabic 

handwritten character 

recognition 

Low efficiency compared to 

other approaches. 

 94.8% on AIA9k 

dataset and 

97.6% on AHCD 

dataset 

[16] CNN 
Arabic handwritten 

character recognition 

Small dataset and low 

efficiency compared to other 

approaches. 

 

88% on a small 

artificial dataset 

Arabic handwritten text recognition is one of the hot topics and challenging areas of the fields of pattern 

recognition and image processing. Deep neural networks as based on CNNs and DBNs show promising 

results in Arabic character/numeral recognition process in terms of accuracy and speed. Different 

machine learning approaches have been proposed for the recognition of Arabic characters. Most of these 

studies are realized to efficiently perform for smaller datasets. However, the critical issue that is 

encountered is that such approaches require an extensive effort from a domain expert engineer to design 

a feature extractor that transforms the raw data into an appropriate representation or feature vector from 

which a classifier could possibly recognize the input pattern [28]. In this study, we propose the use of 

ResNets for the recognition of Arabic handwritten characters using large standard datasets of isolated 

Arabic handwritten characters. ResNet is used in this paper, since it is one of the recent architectures of 

deep learning and not used yet for Arabic OCR. The significance of this paper is that it fills the gaps in 
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recent related research and improves the classification rates of previous approaches. The implemented 

model deals with a higher-level data when being embedded to real applications which identify words 

rather than isolated characters only. It also could be used in the field of computer vision, such as 

handwriting recognition and natural object classification. 

The rest of the paper is organized as follows: Section 2 presents the proposed methodology, experimental 

results are presented and discussed in Section 3 and conclusions drawn from this study and directions 

for future work and presented in Section 4. 

2. METHODOLOGY 

2.1 Overall Research Design 

The proposed handwritten Arabic OCR approach using the ResNet architecture is presented. The first 

step is to conduct the dataset preparation and pre-processing that includes resizing, colour binarization, 

noise reduction and finally, classification into separate classes. The second step is to pass the dataset 

through to the deep ResNet and to train the network on the 76 determined classes including characters 

and digits. The final step is to test the trained network and evaluate its overall performance based on 

accuracy, precision and recall. Figure 1 shows the overall architecture of the proposed approach. 

 
Figure 1. The overall architecture of the proposed approach. 

Image pre-processing is performed for all characters in the dataset. This step includes noise reduction, 

color binarization, scaling and cropping the handwritten characters. To eliminate noise, thin features 

must be preserved as much as possible. Character edge pixels are identified as target pixels for the 

smoothing process, where such a process is only executed for the color difference. After that, the size 

of the target pixels is calculated for brightness and contrast operations. The final two steps are resizing 

the images to be of the size 3232 pixels and the color depth of the images must be unified and should 

be black or white. 

The Residual Neural Network (ResNet) is defined as a modularized architecture. An example of a 

generic ResNet, which stacks units with a similar connection shape, is proposed by He et al. [18]. 

ResNets won the 1st place in the ILSVRC 2015 ImageNet classification competition with an error rate 

of 3.57%. It consists of a set of residual blocks that are expressed in Equations 1 and 2. 

𝑦1 = ℎ(𝑥𝐼) + 𝐹(𝑥𝐼 , 𝑊𝐼)                                                                  (1) 

𝑥𝐼+1 = 𝑓(𝑦𝐼)                                                                           (2) 

where 𝑥𝐼 and 𝑥𝐼+1 denote the input and output of the ith unit which represents the feature value, 𝐹denotes 

the residual function, ℎ(𝑥𝐼) represents the identity mapping and 𝑓 denotes the activation function. 

Convolutional layers are combined with a down-sampling layer, then with an activation function. The 

Rectified Linear Unit (ReLU) is defined as a popular used activation function and is formulated in 

Equation 3. 

𝑓(𝑥) = max(0, 𝑥)                                                                                (3) 

Pre-processed input character image 32×32 pixels are considered to form a 2D-vector and by keeping 

the spatial order of pixels, they can pass through to the pre-trained ResNet units. The maps of features 

are generated by convolutions with feature extraction kernels of 3×3.  

After each stack of residual blocks, a pooling layer is attached. L2-pooling is a way of summarizing 

information from the convolutional layer by taking the square root of the squares’ summation of the 

activations in a 3×3 region. It is used after each few stacks of residual blocks in order to reduce 

complexity [19]. 
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Residual block is a special feature and identity mapping of the ResNet. It helps with training the network 

more effectively and faster, as it is also anticipated to simplify learning. Additionally, it solves the 

optimization problem by avoiding zero mapping and model closer to identity [20].  

It is used only with input/output layers of the same dimension. Rather than expecting stacked layers to 

approximate 𝐻(𝑥), by Equation 4, layers are approximated by applying residual functions. 

𝐹(𝑥) = 𝐻(𝑥) − 𝑥                                                                       (4) 

The residual block basically consists of a shortcut connection and a sequence of layers including 

convolutional layers. There exist a variety of forms of residual blocks, including two specific types: the 

standard block and the bottleneck block. Based on the implementation performed by He et al. [21], after 

each convolutional layer, a Batch Normalization (BN) layer is attached. The BN is adopted so that 

dropout is eliminated. Ioffe & Szegedy [22] studied the effect of the BN, which acts as a regulator 

speeding up training and reducing the over-fitting problem. 

When building a residual block, the effect of depth and width must be considered. To acquire fewer 

parameters and decrease depth, bottleneck blocks are used to produce a thinner network. They consist 

of three convolutional layers; a 1×1 layer for down-sampling channel dimension, a 3×3 layer and a 1×1 

layer for up-sampling the channel dimension.  

2.2 Convolutional Layer 

Convolution is defined as a mathematical operation that does an integral part of the product of two 

signals with one of them being flipped. The input of the convolutional layer is divided into equal regions 

of pixels (neurons), where each region is attached to a neuron of a hidden-layer and the convolved output 

is assigned. For example, in Figure 2, with 3×3 kernel slides (assuming Stride = 1) all over the input, 

the output represents the dot-product of a selected 3×3 image-input and flipped kernel. Additionally, it 

creates a convolved feature map (hidden layer) and so on for the rest of the kernels in which more hidden 

layers based on learned features are created. 

 
Figure 2. The convolutional layer. 

Activation function is defined as a non-linear transformation and it basically decides whether a neuron 

should be activated or not. The Rectified Linear Unit (ReLU) is widely used in computer vision-related 

problems where deep networks are used, since it converges faster than the previous activations, such as 

sigmoid and is cheaper to be computed. As a result, it is leading to encounter a faster training time. 

However, it has a downside of causing dead neuron, once the neuron is always negative. 

According to a study conducted by Xu et al. [23], different types of rectified activation functions in 

convolutional network are tested and compared in terms of accuracy and error rate. The activations 

comprise the standard ReLU, Leaky (LReLU), Parametric (PReLU) and Randomised Leaky (RReLU). 

The aim is to prove the effect of a non-zero slope for negative parts in rectified activation units on 

improving results. Based on their experimental results, the RReLU can overcome the other activations, 

but the PReLU is suspected not to function with smaller datasets. In this research, the LReLU activation 

is used, as shown in Equation 5 (Maas et al. [24]), where, 𝑎𝑖denotes the small, positive defined number 

and denotes a set that is highly based on experiments. 
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𝑓(𝑥𝑖) = {
𝑥𝑖                𝑥 ≥ 0
𝑥𝑖

𝑎𝑖
               𝑥 < 0                                                                (5) 

where: 𝑎𝑖𝜖(1, +∞).  

Batch normalization layer adjusts and scales the activations. It produces activations with a stable 

distribution throughout training, by enforcing the values of each layer to represent the same distribution. 

It solves the problem of internal covariance shift, which represents the amount by which the hidden unit 

values shift around. It is applied before non-linear layers. 

2.3 Classification Layer 

The classification layer basically consists of three parts. The first part represents the flattening layer that 

takes the output of the last residual block after applying the activation function and the average pooling. 

The flattening layer transforms the output into a 1-D vector to be used in the subsequent layer, which 

represents a fully connected layer. It consists of 1000-feature maps made up by the global average 

pooling, where each neuron is connected to the entire neurons within the next layer. Finally, the softmax 

activation function is responsible for predicting the final output (see Equation 6). It squashes the outputs 

of the layer beforehand along towards the range between zero and one for each neuron and the entire 

assigned values after applying Softmax must have a summation of one. A normal distribution of the 

values simplifies scattered predictions. There exist 76 classes (output units) in the thesis’s case that 

represents Arabic characters and digits. 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑗

∑ 𝑒𝐾𝑗𝐾
𝐾=1

                                                                       (6) 

where Z denotes the vector of the inputs related to the output layer and j indexes the output units j=1, 2, 

… k.  

3. EXPERIMENTAL RESULTS 

In this section, the results of the proposed approach based on the Arabic handwritten dataset are 

presented. The accuracy and validation pertaining to the proposed approach are found for 76 classes of 

many different handwritten characters and digits. The dataset used in this study is also presented. Data 

analysis and interpretation are presented as well. 

3.1 Dataset 

A new constructed dataset from some datasets used by other researchers is used to evaluate the proposed 

approach. The new dataset consists of letters and digits from 0 to 9 for covering the shortage that is 

found through existing ones. Modified letters as Al-Hamza (ء) and tā’ marbūṭah (ة) are not included in 

most datasets. The collected samples are re-categorized to 76 classes, including the entire contextual 

cases of letters.  

The digits’ dataset is extracted from the MADBase proposed by El-Sawy et al. [25] and which represents 

the largest found dataset. The characters are extracted from the AHCD proposed by El-Sawy et al. [26], 

the DBAHCL approach proposed by Lamghari and Raghay [27], the OIHAC approach proposed by 

Boufenar et al. [28] and the AIA9k approach proposed by Torki et al. [29].  

Images are initially pre-processed and segmented and hence, the dimensions are unified into an image 

size of 3232 pixels and the colours are converted into black and white, as shown in Figure 3. Finally, 

a random subset is labelled and separated into the 76 classes. The total quantity of the dataset reaches 

10340 images, which are split into 80% training (8320 images) and 20% validation (2100 images). Table 

2 summarizes the characteristics of the datasets used in the construction of the new used dataset. 

3.2 Data Analysis and Interpretation 

The results are evaluated by measuring the standard deviation of the layer responses, where the obtained 

results reveal the strengths and weaknesses of residual functions among the involved layers. Responses 

represent each layer’s output after providing nonlinear functions, such as the ReLU and Addition (see 

Equation 7). 
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𝑦𝑖 = ℎ(𝑥𝐼) + 𝐹(𝑥𝐼 , 𝑊𝐼)                                                                 (7) 

 
Figure 3. Randomly selected images. 

Table 2. Datasets characteristics. 

Dataset Characteristics 

MADBase [25] 
The number of samples: 70000 

Classes: 10 

Dimensions: 3232 

Colour space: Grey 
AHCD [26] 

The number of samples: 16800 

Classes: 28 

Dimensions: 3232 

Colour space: Grey 

DBAHCL [27] 
The number of samples: 5400 

Classes: 54 

Dimensions: 8080 

Colour space: RGB 

OIHAC [28] 
The number of samples: 5600 

Classes: 28 

Dimensions: 128128 

Colour space: Grey 

AIA9k [29] 
The number of samples: 8737 

Classes: 28 

Dimensions: 3232 

Colour space: Grey 

However, residual responses are generally closer to zero, particularly for deeper networks where each 

layer tends to modify the signal loss [4]. Basically, the evaluation and analysis pertaining to the results 

apply the Cross Entropy (Equation 8) as a loss function that finds the distance between the predicted 

probability and the real one.  

𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥) × log 𝑞(𝑥)
𝑥

                                                       (8) 

where 𝑝(𝑥) denotes the desired probability and 𝑞(𝑥) denotes the actual probability. Additionally, the 

performance of the produced method is evaluated based on the Recall and Precision parameters 

(Sokolova & Lapalme [30]. 

Precision (Equation 9) represents the average per-class agreement pertaining to the data class labels 

including those containing a classifier. The values used to describe Recall, shown in Equation 10, 

describe the average per-class effectiveness of a classifier to identify class labels.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑

𝑡𝑝𝑖
𝑡𝑝𝑖+𝑓𝑝𝑖

𝑙
𝑖

𝑙
                                                               (9) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑

𝑡𝑝𝑖
𝑡𝑝𝑖+𝑓𝑛𝑖

𝑙
𝑖

𝑙
                                                               (10) 
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3.3 Experiments 

In this research, a 117-layer residual network is constructed with a network width of 15 units. Deep 

learning networks are deeply requiring big data to model the training datasets. Unfortunately, many 

applications do not have big datasets, such as OCR. Data augmentation comprises a group of techniques 

that enhance the size and quality of training datasets to build better deep learning models. Data 

augmentation can improve the performance of deep learning models and expand limited datasets to take 

advantage of the capabilities of big datasets [31]. In this paper, data augmentation is done by rotating 

the training examples horizontally and vertically using different rotation angles resulting in increasing 

the dataset to about 31,260 images divided into 24960 for training and 6300 for testing. For the 

subsequent experiments, the constructed network is used where the network is trained on publicly 

available datasets to prove the efficiency related to this method. 

In terms of the training parameters’ setting, the network is initially trained for 80 epochs and after that, 

for 90 epochs in the following experiment and finally, for 200 epochs. An epoch represents the number 

of passes through the training set before convergence. The learning rate is set proportional to the mini-

batch size as it drops after the 60th epoch, where the validation accuracy drops in a few iterations before 

improving through the subsequent iterations. The learning rate is initially set to 0.1. The learning rate 

and batch size can implicitly influence the noise that is derived from performing the Stochastic Gradient 

Decent. The mini-batch size is set to 20, the proportional to the training set size related to each character. 

Table 3 summarizes the training parameters that are previously described. 

Table 3. The tuning of training options. 

Option Value 

Initial Learning Rate 0.1 

Max Epochs 80, 90, 200 

Mini Batch Size 20 

Learning Rate Drop Factor 

(Changed after 60 epochs) 
0.01 

The experiments are performed on a computer with an Intel core i5, 2.8 GHz processor and 8 GB of 

RAM. Table 4 shows the trained network results through training. The lowest training error (loss) was 

0.025% and the validation accuracy reached 98.9% achieved in the fourth quarter of the experiment after 

200 training epochs.  

Table 4. Trained network results. 

Epochs Accuracy Loss Validation Error 

50 90.1% 0.23% 9.9% 

100 97.8% 0.14% 2.2% 

150 98.7% 0.05% 1.3% 

200 98.91% 0.025% 1.09% 

The training process required around 13 hours to terminate the entire determined iterations of 80800 

iterations per epoch. The reason behind this process is the complexity of the network and the 

computations that are needed to train each layer which is considered a deep network with over 100 layers 

and the expanded number of samples after performing the data augmentation process.  

3.4 Results 

The results are summarized based on validation error, validation accuracy and loss. The experiment was 

sectioned into 4 phases throughout the 200 epochs. Table 5 shows a validation error of 9.9% for 50 

epochs, 2.2% for 100 epochs, 1.3% for 150 epochs and 1.09% for 200 epochs. The lowest training error 

(loss) was 0.025% and the validation accuracy reached 98.9% achieved in the fourth quarter of the 

experiment after 200 training epochs. The overall progress of the experiment is shown in Figure 4, that 

displays the validation accuracy progress through the training process and Figure 5 shows the loss where 

it converges to 0.025% through the training process. 
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Table 5. A summary of results. 

 

 

 

 

 

 

 
Figure 4. The experiment validation accuracy. 

 
Figure 5. The experiment loss mean. 

3.5 Comparison with Other Approaches 

Experiments are performed on available datasets and the results of the proposed approach are compared 

with those of previous works using the same datasets (Table 6).  

Comparison of the proposed approach with other approaches is shown in Figure 6. The proposed 

approach obtained an accuracy of 99.55% on the AHCD dataset, whereas Younis [10] obtained an 

accuracy of 94.8% on the same dataset using deep CNN and batch normalization approaches. On the 

AIA9k dataset, the proposed approach achieved an accuracy of 99.05%, while Younis [10] obtained an 

accuracy of 97.6%. Using the MADBase dataset, the proposed approach achieved an accuracy of 

99.80%, while other researchers obtained less accuracy; Mudhsh & Almodfer [6] obtained an accuracy 

of 99.66% and Younis [10] achieved an accuracy of 97.6%. It can be inferred from the results that the 

proposed approach achieved more accurate results compared to other approaches. 

Epochs Accuracy Loss Validation Error 

50 90.1% 0.23% 9.9% 

100 97.8% 0.14% 2.2% 

150 98.7% 0.05% 1.3% 

200 98.91% 0.025% 1.09% 
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Table 6. Comparisons with other approaches. 

 

 

 

 

 

 

 

 

 

 

 

4. DISCUSSION 

It can be inferred form the obtained results that they seem extremely promising as shown previously in 

terms of the validation accuracy and loss. Precision and recall of each misclassified character are 

displayed in Table 7. It is seen that characters share several and similar features that are most often being 

misclassified. For example, the character (فـ) is mistaken with characters (مـ) and (هـ). Accordingly, it is 

previously mentioned that a character could be mistaken with another character by a dot in cases of a 

variety of writing styles, which represents one of the major challenges that is related to the language 

itself. Additionally, it is assumed in this thesis that the reason behind this mistake refers to gaining a 

small training/testing dataset for characters that are written within the context, where contextual 

characters only possess 80 training samples and 20 samples for validation. 

 

Figure 6. Results’ comparison. 

On the other hand, the overall recall error is seen to be satisfying. However, two characters are classified 

twice with wrong labels per character and the rest of the characters. As seen in Table 7, a summary of 

misclassified characters is shown with the mean average of precision and recall. Also, a summary of the 

error mean of precision and recall is shown in Figures 7 and 8. 

As seen in the comparison with other approaches related to deep learning networks, it is shown that the 

proposed approach achieved more accurate results. It is previously claimed that the addition of residual 

blocks that have a special skip connection (or identity mapping) can affect the emerging results 

positively. Nonetheless, stacking convolutional layers to a definite number performs efficiently while 

the network is still deepened. The ResNet architecture shows that the network proceeds deeper with 
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Classification accuracy

Dataset Reference Approach Epochs Classification Accuracy 

AHCD 
[10] Deep CNN 18 94.8% 

Proposed Approach ResNets 50 99.55% 

AIA9K 
[10] Deep CNN 18 97.6% 

Proposed Approach ResNets 50 99.05% 

MADBase 

 [10] Deep CNN 18 97.6% 

[6] CNN/ VGGnet N.A. 99.66% 

[32] Deep CNN N.A. 99.30% 

Proposed Approach ResNets 50 99.80% 
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more than 150 layers if there is a large training dataset available. Additionally, by using the batch 

normalisation as a regularisation method for limiting the over-fitting problem and replacing the ReLU 

activation function with the LReLU function makes several neurons be as active as possible, which we 

tested on both activations and observed a noticeable improvement in the results. 

Table 7. Misclassified labels, precision and recall percentages. 

 

 

 

Figure 7. Precision percentage of misclassified characters. 
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Precision  %

Character Precision % Character Recall % 

 95 حـ 95.2 حـ

 95 ـع 95.2 ـحـ

 95 ظ 95.2 ـد

 95 سـ 97.6 ث

 95 ـس 95.2 ص

 90 ـص 94.7 ـص

 95 ـط 97.6 ط

 95 ـفـ 95.2 ـعـ

 95 مـ 90.9 فـ

 95 ـم 95.2 ـك

 95 ـن 95 مـ

 97.5 ن 90.5 ـن

 95 هـ 95.2 ـو

 95 ـه 95 ي

 95 و 97.6 ٣

 95 ي 97.6 ٧

 95 ـي 95 ء

٤ 97   
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Figure 8. Recall percentage of misclassified characters. 

5. CONCLUSIONS 

In this research, a ResNet approach is constructed to recognize isolated Arabic handwritten characters 

in different contextual cases and digits. The existing architecture is modified as required in terms of 

several layers, network parameters, regularization techniques and activations being regularly used. The 

network is trained on a dataset that is collected from previously published datasets in order to obtain an 

inclusive dataset. The cursive nature of Arabic scripts, the variety of writing styles of each person and 

the excessive need of enriching Arabic language processing resources all represent robust motivations 

to start carrying out this study.  

Previous researchers discussed different approaches for solving this problem. The focus of this study is 

on researchers who incubate deep learning methods. Starting from famous convolutional networks, such 

as the LeCun’s LeNet and VGGNets networks, the experiments show that deeper networks could work 

more efficiently with the chosen input size and problems, such as vanishing gradient and over-fitting 

problems.  

Previous researchers suggested solutions, such as eliminating the use of a dropout layer to deal with the 

over-fitting problem by using the right activation function, such as the ReLU function and BN for 

regularization to solve such problems (e.g. the vanishing gradient problem). Moreover, the addition of 

a shortcut connection into the core building block produces an obvious improvement compared to 

previous approaches. The main findings and objectives of this study can be summarized as follows: 

 In this research, we discussed the problem of recognizing handwritten Arabic characters and 

eastern Arabic digits. The results of this approach outperformed previous scholars’ approaches’ 

results. 

 Deeper networks must be handled correctly to avoid problems such as over-fitting. In this 

research, it was proved that the addition of a shortcut connection could handle deeper networks 

and improve accuracy. Deeper networks can learn features in different levels of abstraction. 

However, wider, shallower networks perform good in memorization but not in generalization. 

 The experiments with the constructed dataset that included both characters and digits proved 

that the approach used succeeded for this case as seen in the results’ section. Moreover, there 

are many similar features between eastern Arabic digits and characters, which implies the 

accuracy of the approach. 

Directions for future work include working on a segmentation-free technique that is capable of 

recognizing the sequence of characters (words) with the addition of long-short term memory network 

specifications. 
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 ملخص البحث:

ررررررر (د لتعرررررررا د لررررررر دResNets دم متبق ررررررر د بكاتدم عصرررررررب  دتقترررررررالدهرررررررخددم دلمسررررررر دمسرررررررت دم دم   

وتمثررررررتد رررررربكاتدممررررررادفرررررريدل رررررركدملأل ررررررا دم عام رررررر  دد،ملأحررررررا دم عام رررررر دم مكتومرررررر دم ررررررطدم  ررررررد

ResNetsمدم عم ررررريدم رررررخيدةظهرررررادفعا  ررررر دفررررريدم عد رررررددمرررررندم ت ب قررررراتدة ثرررررادم رررررتعل ددادًمرررررننهجرررررد

:دهررررريده دم مقترررررالدمرررررندرررررر ثدمامحرررررتدل   ررررر  م رررررتعلمدمل ررررريدم تقل د ررررر  د تكررررروندم ررررر  دمرررررندم ررررراه د

ماحلرررررر دمرررررراد بررررررتدم معا جرررررر ،دوترررررردل ادم  رررررربك د لرررررر دمجمو رررررر دم ترررررردل ا،دوم تبررررررالدم  رررررربك د

ه دم مقترررررررالد لررررررر درررررررر ثدم مدلمررررررر د لررررررر دمجمو ررررررراتدم ب انرررررررات دترررررررمد  رررررررامءدتق ررررررر مد لررررررر  د

ه دحقرررررررريدم رررررررر  دو رررررررردد دAHCDودAIA9kوددMADBaseد:مجمو رررررررراتدم انرررررررراتدمتاحرررررررر دهرررررررري

٪د لررررررررررررر دمجمو ررررررررررررراتدم ب انررررررررررررراتد55 99٪دود05 99٪دود8 99م مقترررررررررررررالد  ررررررررررررر دمل ررررررررررررر د

٪د لرررررر دمجمو رررررر دم ب انرررررراتد9 98 دتحقرررررريدمل رررررر د لرررررر دم ترررررروم ي د مررررررادحققرررررر د   رررررردم مررررررخ ولة

دم مُ  أةدم اءًد ل دمجمو اتدم ب اناتدم ث ث 
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