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ABSTRACT 

Recently, the triangle features have been applied in digit recognition by adopting the angle as a part of 

the features. Most of the studies in digit recognition area which applied these features have given 

impressive results. However, the issue of big gap values that occurred between angles, ratios and 

gradients has shown a strong impact on the accuracy of the results. Therefore, we introduce our 

proposed method which is data normalization that has adopted the nature of triangle geometry in order 

to resolve this issue. Besides, we have applied other techniques, such as Z-score, Minimax and LibSVM 

function in the experiment. There are four digit datasets used which are HODA, MNIST, IFHCDB and 

BANGLA. The results of classification have shown that our proposed method has given better results 

compared to other techniques. 
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1. INTRODUCTION 

1.1 Feature Geometry 

Feature geometry is a compound of the basic geometric building blocks (e.g., points, lines, 

curves, surfaces and polygons) [1]. It was developed by [2], where natural classes are 

represented by hierarchical structures as well as by features themselves which have represented 

a major revision of the theory proposed by [3]. 

Feature geometry is an assortment of points that may produce a kind of multipoint, polyline or 

polygon geometry. Points are defined and created using the x, y coordinates, M is the measured 

value and Z is the vertical location. Every geometry kind has a definition that helps verify its 

validity. The tool should be designed to consider the geometry types. Whether or not it changes 

the geometry doesn't matter, however it has to handle the choice. 

1.2 Properties of Triangle 

A triangle is a closed figure that consists of three points which the three line segments have 

linked end-to-end. It is also known as a three sided polygon. There are eight properties or 

features for a triangle, which are: vertex, base, altitude, median, area, perimeter, interior angles 
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and exterior angles. Generally, there are three types of triangle, which are: equilateral triangle, 

isosceles triangle and scalene triangle [4]. Nevertheless, there are three other types of triangle 

which can be formed from a scalene triangle. These are: acute scalene triangle, obtuse scalene 

triangle and isosceles right triangle. Table 1 shows the description of types of scalene triangle, 

while Figure 1 shows examples of types of triangle. 

Table 1. Description of types of scalene triangle. 

Types of Scalene Triangle Description 

Acute Scalene Triangle This triangle has three angles each of which is less than 90 

degrees.  

Obtuse Scalene Triangle This triangle has an angle which is more than 90 degrees.  

Isosceles Right Triangle This triangle has one right angle (90°). 

 

 

Figure 1. Examples of types of triangle. 

Briefly, the vertex is known as a corner. It also refers to a point where lines meet. Usually, the 

vertex is used to mark the corners of a polygon. In addition, the included angle at each vertex is 

known as an interior angle of the polygon. Figure 2 shows an example of included angle [5]. 

However, in this paper, we are adopting scalene triangle, because the digit form is not 

symmetrical on the left and right sides like our eyes and nose, as stated in [6]. In with the [7], 

the author has reported that the Arabic digit and calligraphy do not have any pattern with the 

potential to form three edges for a triangle. Moreover, the author [7] has used nine features 

which will be described in detail in the feature extraction topic. 
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Figure 2. Included angle [5]. 

1.3 Feature Extraction 

Feature extraction is an important task in image processing, because of the meaningful features 

extracted are vital in representing an object. An object is modelled and represented by 

geometrical properties. Geometry has properties that can be used in object recognition. The 

triangle properties have been adopted by many researchers to generate the proposed features for 

image classification. The triangle geometry is widely used in biometric research, such as face 

and fingerprint recognition [8]–[12]. Apart from that, other researchers have also adopted the 

similar geometry for intrusion [13], vehicle detection [14] and digit recognition [16]–[17]. 

In this paper, the triangle geometry features are used to extract the features from digit datasets. 

The triangle features have been proposed by [18]-[19]. These nine features of triangle are shown 

in Table 2.  

The features in Table 2 will be applied to the several zones in order to increase the accuracy of 

classification by using Support Vector Machine (SVM). In this case, the Cartesian Plane Zone 

has been chosen as the initial method in conducting the experiments. It also can be applied to 

other zoning methods. Therefore, this paper is focusing on how the triangle features are 

normalized or being scaled. In this paper, we also explicate the results of classification after 

using several techniques as aforementioned. 

The triangle geometry used by [17]-[18] is based on the Scalene Triangle method. In [18], 21 

features have been used based on the Scalene Triangle method. However, only three out of 21 

features are directly used in the experiments. The features are: angles of corners which have 

been labeled as A, B and C, ratios of sides  and gradient of side for each 

angle added by authors in [17].  

The feature values of angles A, B and C are big compared to the features in 1, 2, 3, 7, 8 and 9. 

This can be proven based on the example of results in Table 3. The huge gap between angles of 

corners, ratios of sides and gradients proposed by [18] has imposed a big impact on the accuracy 

of classification. Thus, the features need to be scaled in order to improve the accuracy of result. 

By using HODA train dataset which consists of  tr_10009_0.bmp, tr_10013_0.bmp, 

tr_10014_0.bmp and tr_10022_0.bmp, the samples of extracted features that used the triangle 

features in [17] are illustrated in Table 3. 

In Table 3, the values of A, B and C have shown that both angle gaps between ratios and 

gradients are very obvious. Due to this issue, the angles must be scaled in order to lessen the 

gaps. Recently, there are many normalization algorithms which can be applied to extract the 

features; for example, Z-score, libSVM, etc. However, this paper has reported the normalization 
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technique by using the original extracted values which has been obtained from triangle 

geometry features, Z-score [20], libSVM scale function [21] and our proposed method. 

Table 2. Triangle features [20]. 

Triangle No. Feature Formula 

 

 
 

 
 

 
 

 

1 c:a c:a = c/a 

2 a:b a:b = a/b 

3 b:c b:c = b/c 

4 A                                        

5 B        

6 C        

7 ΔBA          

8 ΔBC          

9 ΔCA                                

Table 3. Example results of HODA train dataset.  

c:a a:b b:c  

 
    A B C 

0.63 0.62 2.55 -0.67 -0.5 -1 11.31 161.56 7.13 

1.05 0.49 1.92 -0.17 0 -0.33 8.973 161.57 9.46 

2.06 0.89 0.54 0.25 0 0.5 12.53 14.04 153.44 

0.97 0.51 2.02 -0.13 -0.25 0 7.13 165.96 6.91 

0.63 0.62 2.55 -0.67 -0.5 -1 11.31 161.56 7.13 

i. Feature ratios ii. Feature gradients iii. Feature angles 

 

The original features have been extracted by using triangle features shown in Table 3. These 

original features will be classified by using Support Vector Machine (SVM) without applying 

the normalization algorithm on the features. However, the triangle features will be normalized 

by using Z-score algorithm based on Equation (1). The normalized triangle features are worked 

out based on a linear scale and features will be scaled between ranges -1 to 1. 

                                                          (1) 

2. DATA COLLECTION AND METHOD 

In this paper, we have used four different datasets that are taken from Arabic, Roman and 

Bangla handwritings. These datasets are known as HODA [22], Isolated Farsi Handwritten 

Character Database (IFHCDB) [23], MNIST [24] and BANGLA [25]. HODA and IFHCDB 

datasets are taken from Arabic handwriting. The MNIST dataset is taken from a Roman 

handwriting, while BANGLA dataset is taken from a Bangla handwriting. These datasets 

consist of alphabets and digits.  However, in this paper, we are only focusing on digits instead 

of alphabets. The example of digits used in this paper is shown in Figure 3. Further details about 

these datasets can be referred to in [26].    
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2.1 Pre-processing 

In the pre-processing, all datasets will be converted into a binary image by using Otsu’s method 

[27]. After that, the datasets will get through the labelling process. The labelling process is a 

process to rename the images based on their type (test and train). In binary form, the foreground 

image is known as ‘1’, while the background image is known as ‘0’. However, the binary 

images in HODA are different, whereas the foreground is white while the background is black. 

Thus, the images in HODA dataset will be inverted and the labelling process will take place 

thereafter. These datasets which are involved in pre-processing are shown in Figure 3. 

 

Figure 3. Pre-processing. 

2.2 Proposed Method 

In this paper, we have proposed a method based on the problem in [17]. The problem of huge 

gaps between the values of gradients, ratios of sides and angles of corners has imposed a strong 

impact on the accuracy of the results. However, we have only focused on the problem related to 

the angles of corners. As known, the total of a triangle’s angles is 180 degrees. The total of a 

triangle’s angles can be referred to in Equation (2). 

 

 (2) 

In our proposed method, we have divided each angle by 180 degrees based on the total of a 

triangle’s angles. This can be represented as shown in Equations (3), (4) and (5). 

 
 (3) 

 
 (4) 

 
 (5) 

After diving each angle by 180 degrees, the triangle features represented in [18] have been 

changed. The triangle features in [17] are shown in Equation (6) while the new triangle features 

proposed are shown in Equation (7). 
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   (6) 

 
 (7) 

In this paper, we have applied the Cartesian Plane Zone [28] as shown in Table 4. This zone has 

one main triangle and four zones represented as Zone A, Zone B, Zone C and Zone D. 

Table 4. Cartesian plane zone. 

Main Triangle 

 

111111111100111111111 

111111111000011111111 

111111110000001111111 

111111110000000111111 

111111000000000111111 

111110000000000011111 

111100000111100001111 

111100001111110001111 

111000011111111000111 

110000111111111000011 

100000111111111000001 

100001x111x1111100001 

00001111111001x110000 

000011111100001110000 

000111111000001110000 

000111111000001110000 

000111110000000100001 

101111000000000000001 

111110000000001000011 

111100000111111111111 

 

Point B : (6 , 11) 

Point C : (10 , 11) 

Point A : (14 , 12) 

Zone B 

 

Point B : (4 , 8) 

Point C : (6 , 6) 

Point A : (8 , 5) 

 

 

 

11111111110 

11111111100 

11111111000 

11111111000 

11111100000 

11111000x00 

111100x0011 

11110000111 

1110x001111 

11000011111 

10000011111 

10000111111 

 

 

00111111111 

00011111111 

00001111111 

00x00111111 

00000111111 

00000011111 

1110x001111 

11110001111 

111110x0111 

11111000011 

11111000001 

11111100001 

Zone A 

 

Point B : (12 , 3) 

Point C : (14 , 6) 

Point A : (16 , 8) 

 

Zone D 

 

Point B : (2 , 14) 

Point C : (5 , 15) 

Point A : (7 , 17) 

 

10000111111 

00001111111 

00001111110 

00x11111100 

00011x11100 

00011111000 

1011110x000 

11111000000 

11110000011 

 

 

11111100001 

10011110000 

00001110000 

00001110000 

00001x10x00 

00x00100001 

00000000001 

00001000011 

11111111111 

 

 

Zone C 

 

Point B : (12 , 16) 

Point C : (15 , 15) 

Point A : (18 , 15) 

 

Based on Table 4, the triangle form can be performed based on the coordinates of triangle that 

are represented by points A, B and C in each zone and the main triangle. Figure 4 shows the 

triangle form based on the coordinates, while Table 5 shows the summary of formulation for 

each zone including the main triangle. 

Based on Table 5,  and  are the coordinates of point C for angles  and  of the main 

triangle, while  and  are the width and height of the image that has been converted into 

binary form. The coordinate of  is used as a border for the horizontal plane, while the 

coordinate of  is used as a border for the vertical plane. Based on the combination of the four 

zones, there are 36 features produced. This has caused that the total of features for Cartesian 

Plane Zone is 45 features, including the main triangle. As information, these zones are formed 

based on the coordinates of point C which is known as the centroid of the zone. We can 

distinguish between them by a shaded image. The mark ‘ ’ on the red line is point C which is 

the centroid for Zone A as shown in Figure 5. The mark ‘ ’ at the right side is point A, whereas 

at the left side it is point B. As information, the coordinates of point C need to be identified first 

before the coordinates of point A and point B. The coordinate of point C is used as a divider 

between right and left sections. The centroid at the right section represents point A, while the 

centroid at the left section represents point B. These features will be extracted by using the 

triangle concept. The results of feature extraction have produced 45 features after applying the 
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Cartesian Plane Zone. These features have been applied to HODA, IFHCDB, MNIST and 

BANGLA datasets.  

 

Figure 4. The form of triangle based on the coordinates. 

Table 5. Summary of Cartesian plane zone. 

Zone Main Triangle A B C D 

Binary 

Image 

111111111100111111111 
111111111000011111111 

111111110000001111111 

111111110000000111111 
111111000000000111111 

111110000000000011111 

111100000111100001111 
111100001111110001111 

111000011111111000111 

110000111111111000011 
100000111111111000001 

100001x111x1111100001 
00001111111001x110000 

000011111100001110000 

000111111000001110000 
000111111000001110000 

000111110000000100001 

101111000000000000001 
111110000000001000011 

111100000111111111111 

00111111111 

00011111111 

00001111111 
00x00111111 

00000111111 

00000011111 
1110x001111 

11110001111 
111110x0111 

11111000011 

11111000001 
11111100001 

11111111110 

11111111100 

11111111000 
11111111000 

11111100000 

11111000x00 
111100x0011 

11110000111 
1110x001111 

11000011111 

10000011111 
10000111111 

11111100001 

10011110000 

00001110000 
00001110000 

00001x10x00 
00x00100001 

00000000001 

00001000011 
11111111111 

10000111111 

00001111111 

00001111110 
00x11111100 

00011x11100 
00011111000 

1011110x000 

11111000000 
11110000011 

Height (h)      

Width (w)      
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Figure 5. Zone A. 

3. EXPERIMENTAL SETUP AND RESULTS 

In this paper, all the experiments were conducted by using Support Vector Machine (SVM). 

Table 6 shows the details of system requirements for SVM. 

Table 6. System requirements for SVM. 

Type System Requirement 

SVM Weka 

Windows 7 and 8.1 

Ram size 4Gb and above 

Version 3.6.9 

LibSVM tool  

(for grid search) 

Windows 7 and 8.1 

Ram size 12Gb and above 

Python software (64bit, Version 3.5.0) 

Gnu plot: gp510-20150831 version 

Libsvm-3.17-GPU version, 64bit 

The SVM classifier was chosen in order to compare the proposed method using the four datasets 

with the state-of-the-art works in this area. Cost and gamma are obtained from grid search using 

libSVM tool. There are three selected values of cost that were attained from grid search libSVM 

results, which are: c=32, c=8 and c=2, while gamma is g=0.00782. At this stage, the example of 

train and test images is provided by test datasets. The number of train and test images can be 

referred to in [26].  

The first experiment has been conducted by using features without scaling, while the second 

experiment has been conducted by using Z-score algorithm. Table 7 shows the result without 

using normalization. It has been performed with an accuracy of not more than 70%. Among 

these datasets, HODA dataset has achieved the best result with an accuracy of 69.97%, while 

MNIST had the worst result with an accuracy of 52.06% in the first experiment. However, the 

result of classification shows some improvement that can be made by using either feature 

extraction or data normalization algorithm. Table 7 shows the results without using 

normalization, while Table 8 shows the results of normalization using Z-score. 

Table 7 and Table 8 show that the triangle features without data normalization are slightly better 

compared to the results of data normalization by using Z-score algorithm. Thus, Z-score 

algorithm cannot be used as data normalization for triangle features. The third experiment has 

been conducted by using Minimax technique. We did not compare the results with those of 



115 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 2, No. 2, August 2016.  

 

 

SVM in [17]-[18], because the total of features used by [17]-[18] is not the same as used in this 

research. In [17]-[18], the researchers have used more than 200 features compared to only 45 

features in this paper. Therefore, the results produced will affect the accuracy rate. Besides, this 

paper is introducing the data normalization technique that can be applied before the process of 

classification. Table 9 shows the results of normalization using Minimax. 

Table 7. Results without normalization. 

Dataset/Cost (C) C=32 C=8 C=2 

BANGLA 55.75 56.1 55.65 

HODA 69.33 69.41 69.67 

MNIST 52.06 52.14 52.34 

IFHCDB 65.47 65.62 66.09 

Table 8. Results of normalization using Z-Score. 

Dataset/Cost (C) C=32 C=8 C=2 

BANGLA 55.7 56.03 55.85 

HODA 69.34 69.41 69.65 

MNIST 52.05 52.11 52.33 

IFHCDB 65.4138 65.62 66.10 

Table 9. Results of normalization using Minimax. 

Dataset/Cost (C) C=32 C=8 C=2 

BANGLA 71.2 66.775 58 

HODA 87.93 87.93 87.93 

MNIST 74.02 71.86 69.23 

IFHCDB 89.81 87.66 84.15 

The fourth experiment has been conducted by using our proposed method. Table 10 shows that 

HODA and IFHCDB for Arabic digit datasets have achieved an accuracy of 90.35% and 

91.72%, respectively compared to other datasets. All datasets which utilized our proposed 

normalization method outperformed other methods. Next, Table 11 shows the comparison 

results using a cost value of 32 and a gamma value of 0.078125, while Table 12 shows the 

training time taken to build each technique.    

Table 10. Results of proposed method (normalization using LibSVM). 

Dataset/Cost (C) C=32 C=8 C=2 

BANGLA 77.3 75.1 71.65 

HODA 90.35 89.1 87.55 

MNIST 77.91 76.42 73.86 

IFHCDB 91.72 91.25 90.57 

Table 11. Comparison results. 

Dataset 

Without 

normalization 

using LibSVM 

Normalization 

using Z-Score 

Normalization 

using Minimax 

Normalization 

using LibSVM 

(Proposed 

Method) 

BANGLA 55.75 55.7 71.2 77.3 

HODA 69.33 69.34 87.925 90.35 

MNIST 52.06 52.05 74.02 77.91 

IFHCDB 65.47 65.41 89.81 91.72 
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Table 12. Training time taken for each technique (in seconds). 

Dataset 

Without 

normalization using 

LibSVM 

Normalization 

using Z-Score 

Normalization 

using Minimax 

Normalization 

using LibSVM 

(Proposed 

Method) 

BANGLA 33.16 277.36 508.69 343.1  

HODA 103.68 6203.69 8154.28 6005.79 

MNIST 492.07 8304.22 8747.97 7771.47 

IFHCDB 7.24 233.94 333.79 138.7 

 

Based on Table 12, the training time taken for our proposed method was remarkably longer 

compared to the case without normalization using LibSVM technique. However, the results 

without normalization were worse compared to other techniques. Besides, the time taken for our 

proposed method has shown to be shorter in general compared to normalization using Z-Score 

and Minimax techniques.  

4. CONCLUSION 

This paper is extended from our previous article [28]. Overall, we report that our normalization 

method using triangle features is suitable to our feature extraction method. Previously, we have 

published several papers on techniques that have been used in the extraction process. However, 

we have never mentioned any normalization techniques which are used to enhance the accuracy 

of classification for digit datasets. Thus, in this paper, we have stated that we have used 

normalization technique in our features before the process of classification. We used our 

proposed normalization algorithm in [18] without reporting it. Thus, any benchmarking should 

be referred to in paper [18]. In [18], we have introduced 25 zones in order to improve the 

accuracy of classification. Based on Table 11, the results have shown that our proposed method 

has better results compared to other techniques. Thus, it has been proven that our proposed 

method which is based on the nature of summation of angles A, B and C that are equal to 180 

degrees has given better results using LibSVM technique. The next step will consider further 

improvements in different rotation invariants. 
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 ملخص البحث:

خاائمممممثلدافا تممممم لأراام منممممم اعممممماات   ممممم اا   ممممم فا ممممم ا  اممممم اا ث ممممم  اام  اواممممم اتمممممثاًمممممدام 

مثممممااجمممم ماخالمممم ااملتمممم لأرااو ممممداا امممم اج م  مممم اامد ائمممم  اعمممماال مممم  ات   مممم اا   مممم فاا

ال ممممم م اام  ممممم  اام   ممممم ل ااولممممم ا ممممممن اعممممم  ا   اائمممممثلدل اتنمممممنااملتممممم لأرامثممممم لأإال ممممم ا

ا اامثممممااًممممدل اامممم  اام واامممم اوم مممم اا  مممم   نممممةا  مممم اوام   ممممم  المممم  ام مممم اتمممم ل  ا مممم  ا

 مممممم  اامنثممممم لأإااوم مممممطا امًثممممم  ا  اًممممم خاعمممممااسمممممطباامد ائممممم اسممممماا  ممممم   ا ممممم ات ممممم ا اام  

اسممممطباام  مممم م اا نمممم اج ممممم ا مممممن ا اإمممممةا ئممممثلدافا   لمممم اسندئمممم اام منمممم المممم ااجمممم اًمممم ا  اً

اا  ممممممممممممممممم   المممممممممممممممممم ا  اا( اعمممممممممممممممممLibSVM(او Minimax( او Z-Scoreتًن ممممممممممممممممم   

المممممم اام    ممممممم  اامث مممممم  عاام ثلنًمممممم اا ممممممطباامد ائمممممم ااو ممممممداتممممممثاائممممممثلدافاا امممممم ال    مممممم   

"ااBANGLAو"ا"IFHCDB"وا"MNIST""او"HODAام    مممممممممممممممممممممممممممم اسمممممممممممممممممممممممممممما ا

وا نمممممممم امثمممممممم لأإاامثتممممممممن طاا ااما اًمممممممم اام ًث ًمممممممم اا امممممممم امثمممممممم لأإااع مممممممم الً  ممممممممم ا

 ا مثًن   االا   اا

This article is an open access article distributed under the terms and conditions of the Creative 
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