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ABSTRACT 

A Deep Learning (DL) algorithm is highly common and attractive in recent years because of its encouraging 

achievements in many areas. DL lies in image-based detection and instance segmentation of an entity, which is a 

critical issue that needs further investigation. This paper aims to study the fundamental challenges in using object 

instance segmentation of images. This paper proposes a novel algorithm for multi-object image instance 

segmentation algorithm in three stages. A novel backbone approach improves the image recognition algorithm by 

extracting low and high characteristic levels from the given images in the first stage. The ResNet is the fundamental 

building block and connects with the Squeeze-and-Excitation Network (SENet) for each ResNet block. The Region 

Proposal Network (RPN) is used to determine the object item’s placement, followed by the third stage, which 

suggests an average position RoI layer to choose the optimal boundaries of the instance segmentation. The 

experiments are conducted and validated using a standard benchmark image dataset, called COCO. The proposed 

algorithm’s performance is validated using standard evaluation criteria and compared against the recent image 

segmentation algorithms that use object instances. The results show that the proposed algorithm gets better results 

than other well-known instance segmentation algorithms in terms of average accuracy over IoU (AP) threshold 

measures using various thresholds. 
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1. INTRODUCTION 

DL as a branch of machine learning is given this term, since it uses a Deep Neural Network (DNN) [1]. 

DNN has attracted significant interest and attention over the years due to its ability to handle complex 

data by its very nature and having a high-level of dimensions [2], such as computer vision [3]-[4], speech 

recognition [5]-[6], Rate Control (RC) [7], depth estimation from singe image [8] and neural language 

processing [9]-[10]. One of the essential characteristics of the DNN is dealing with a broad set of data 

in its various forms in the training phase through optimization algorithms. Within a short period of time, 

the vision community has been improved rapidly for object recognition [11]-[12], object detection [13]-

[14], semantic segmentation [15] and instance segmentation [16]-[17] based on DL. The object detection 

algorithms, which are used to get object information, have two main problems. First, the traditional 

algorithms cannot solve the object detection [18]-[19] and recognition problems [20]-[21] effectively. 

This problem mainly focuses on distinguishing the object from the background and addressing labels of 

the object class. Second, addressing the bounding boxes of each object is a critical issue to solve the 

object localization. The development process has been motivated by a powerful baseline algorithm. A 

Region-Convolution Neural Network (R-CNN) [22] is used to solve the problem of multiple-object 

detection by generating a particular region search, which can draw bounding boxes over all of the 

objects. Afterward, the algorithm applies the VGG backbone with a modified Fully Connected (FC) 

layer using Support Vector Machine (SVM), which extracts a feature map for each region and image 

detection. R-CNN’s main drawbacks are that its detection process is slow, requires multiple stages and 

is computationally costly. Nevertheless, the Fast R-CNN enhances the R-CNN to solve the low accuracy 

and slow detection problems by sharing computation of the convolution layers of various proposals and 

running the CNN [23]. This is the primary motivation to generate proposals for the region using selective 
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search. Henceforth, the proposal region is sent to Region of Interest (RoI), which is a proposed region 

from the input image and RoI pooling that converts the feature inside each region to make small feature 

maps using max-pooling. The main issue of the algorithm is its slow detection, since using selective 

search produces bottlenecks. Notably, Faster R-CNN [24] is the enhanced version of Fast R-CNN by 

combining the RPN and Fast R-CNN. Furthermore, transforming the Faster R-CNN image into a 

convolution network requires output, which is a set of feature maps on the last convolution layer used. 

Hence, a sliding window is implemented for each feature map. The Faster R-CNN uses 3 × 3 as the 

sliding window size and a set of nine anchors, which computes how much these anchors have overlapped 

with the ground-truth bounding boxes. Finally, each feature map extracted from the convolution layer 

has fed a smaller network with two tasks: classification and regression. 

The instance segmentation is an essential task of the object recognition system in recognising each object 

based on the image. The instance segmentation task is challenging due to several challenges, including 

diversity, difference between the colours, sizes of the object items and overlapping between the objects. 

Li et al. in [25] have proposed a new algorithm for image segmentation, called Full Convolution Instance 

Segmentation (FCIS). However, in perdition edges, FCIS suffers from overlapping instances and errors. 

Another research [26] has proposed a Multi-task Network Cascade (MNC) algorithm for instance 

segmentation. The MNC comprises of three stages; each stage has a particular task to predict the instance 

level for each object. The first stage proposes the bounding box for each object in the image, the second 

stage presents a mask for each bounding box and the third stage distinguishes between instances. 

However, the MNC, which has numerous predicting instance segmentation gaps, is inflexible and takes 

much time when predicting instance segmentation. Also, the main problem in MNC is that the three 

stages do not work in a parallel way and require many parameters for each stage, leading to prolonged 

time to predict instance segmentation. Mask R-CNN is used to predict instance-level segmentation [27]. 

The proposed algorithm utilizes the Faster R-CNN to predict each object’s mask by adding a branch for 

each bounding box after the Faster R-CNN. The Mask R-CNN works in parallel to decrease training 

and testing time. Moreover, the main contribution of Mask R-CNN is that it uses RoI align and provides 

highly accurate results. However, it has taken a long time in the training stage and lost some features at 

the instance level. A real-time algorithm is proposed in [28], called You Only Look at CoefficienTs 

(YOLACT), where it uses the parallel concept in its main procedure. However, this algorithm does not 

receive satisfying feedback because of instance segmentation’s accuracy values. Regarding the 

architecture of YOLACT [28], the researcher in [29] has constructed a Cascade R-CNN that minimizes 

the overfitting using a sequential threshold. However, the Cascade R-CNN increases the threshold 

training and testing time. The architecture of Cascade R-CNN consists of many stages, where each stage 

extends Faster R-CNN for the localization of the object for each input image and extends Mask R-CNN 

to instance segmentation. The main advantage of Cascade R-CNN is decreasing overfitting through a 

sequence of detectors trained with increasing IoU thresholds and is sequentially more selective against 

close false positives. 

The main goal of this paper is to build a new algorithm able to perform the instance segmentation process 

effectively. Therefore, it combines elements from the classical computer vision object detection tasks. 

The objective is to classify individual objects, locate each using a bounding box and instance 

segmentation. The objective is to classify each pixel into a fixed set of categories without differentiating 

object instances. Normally, a complex algorithm is required to achieve good results. We demonstrate a 

surprisingly simple, versatile and fast algorithm that can overcome the results of well-known instance 

segmentation algorithms. This paper has proposed a new algorithm for instance segmentation of objects 

to solve the problems mentioned above. Hence, a novel image instance segmentation algorithm is 

proposed; namely, multi-object instance segmentation is divided into three phases. In the first phase, a 

novel backbone architecture is proposed, aiming to extract the object’s feature maps with high precision 

value and less time. In the second phase, the RPN is adapted to identify multiple objects. In the third 

phase, the Fully Convolution Network (FCN) [30] is used to generate instance segmentation to prevent 

the overlapping problem between objects. This prevention manages the various sizes of RPN’s feature 

maps using the average position RoI layer. So, the instance segmentation of multiple-object instances is 

the main aim of this research. The proposed multi-object instance segmentation algorithm is evaluated 

using two measures; the AP with different thresholds and time. The obtained results of the proposed 

algorithm are compared against other well-known instance segmentation algorithms published in the 

literature, such as MNC, FCIS, Mask R-CNN, YOLACT and Cascade R-CNN. The experimental results 
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have shown that the proposed image instance segmentation algorithm has obtained better results 

compared to other well-known image instance segmentation algorithms. The rest of this paper is 

organized as follows. Section 2 presents the full details of the proposed image instance segmentation 

algorithm and its main procedures. Section 3 shows the experiments and discussion. Finally, the 

conclusions and future work directions are given in Section 4. 

2. THE PROPOSED ALGORITHM 

This section presents the proposed instance segmentation algorithm based on the improved DL 

algorithm for multi-object detection. We have focused on the multi-object instance segmentation by 

identifying multi-object tasks. 

Figure 1 shows the proposed algorithm which consists of several improved algorithms, including the 

backbone, detection and instance segmentation algorithms in order to obtain the most significant results 

by accurately presenting the multi-object image. The mathematical presentation of the given problem is 

explained as follows. 

 

Figure 1. The proposed algorithm. 

For each object, the overall loss function of the multi-object instance segmentation is calculated using 

Equation (1). 

𝐿 = 𝐿𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 + 𝐿𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛                                                   (1) 

where Ldetection loss function is given according to Equation (2). 

𝐿(𝑝𝑖 , 𝑡𝑖) =
1

𝑁
∑|𝑝𝑖

∗ − 𝑝𝑖|2 + 𝜆
1

𝑁
∑ 𝑝∗𝐿𝑙𝑜𝑐(𝑡𝑖, 𝑡𝑖

∗)

𝑖𝑖=1

                                           (2) 
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where pi is the predicted probability of anchor i,  is the ground truth of anchor i, ti stands for the 

coordinates predicted,  is the coordinates ground truth, N is the normalization term and λ = a is the 

balancing parameter. 

The Linstance segmentation loss function is identified using the per-pixel sigmoid and average binary cross- 

entropy to generate boundaries for each class, as shown in Equation (3). 

𝐿𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 = −
1

𝑠2
∑ [𝑦𝑖𝑗𝑙𝑜𝑔𝑦𝑖𝑗

𝑘 + (1 − 𝑦𝑖𝑗 log (1 −

1≤𝑖,𝑗≤𝑠

𝑦𝑖𝑗
𝑘 )]                        (3) 

 

where  is the ground truth of boundaries of size region ( ),  is the predicted value of boundaries 

and k is the ground truth class. 

The pseudocode of the proposed algorithm is as shown in Algorithm 1. 

 

Algorithm 1: Pseudocode of the proposed algorithm  
block 1, block 2, block 3, block 4, block 5 = build proposed backbone() 
anchors = generate-anchors() 
rpn = build-rpn() 
rois = Proposal-Layer(rpn, anchors) 
if mode == ’training’: then 

ground-truth-values = values from the training dataset 
bbox, classes = classifier(rois) 
target-detection   =   Detection-Target-Layer(ground-truth-values) 
instance-segmention = instance-segmention (rois from target 
detection) 
loss = loss-functions(target-detection, bbox, classes, instance-segmention ) 
algorithm = [bbox, classes, instance-segmention, loss] 

        else 
bbox, classes = classifier(rois) 
target-detection = Detection-Layer(bbox, 
classes) instance-segmention = instance-
segmention (rois) algorithm = [bbox, classes, 
instance-segmention] 

        end 
return algorithm 

 

 

2.1 The Proposed Backbone 

The ResNet has attracted significant interest and attention due to its ability to handle complex data and 

high accuracy compared to other backbones [31]; it consists of a series of blocks to overcome the 

problem of the vanishing of gradient [31]. Therefore, there are problems with ResNet backbone, such 

as: 1) determination of ResNet block that has failed to receive sufficient training, 2) determination of 

ResNet block that has received more than sufficient training and 3) adopting a large filter size in the 

first convolution layer. In this paper, ResNet is improved in the proposed backbone as the fundamental 

building block based on the proposed Equation 4. The ResNet block is fed forward directly and linked 

to all other layers, which consist of a series of blocks to overcome the vanishing of the gradient. 

𝐻(𝑦) = ∑ 𝐹(𝑦, {𝑦𝑖, 𝐼}) + 𝑦                                                                     (4)

𝑛

𝐼=1

 

where y is the building block’s input, H(y) is the block’s output,  F(y, W) is the remaining mapping that 

you acquired during the training stage and I represents the number of iterations to every ResNet block. 

In the case of a layer of insufficient training, I should be raised, while additional training must be 

decreased. The chosen filter size in the first convolution layer has been smaller than ResNet due to the 

feature map’s extraction. In the proposed backbone, the first convolution layer uses a 5x5 filter size 

accompanied by max-pooling of the 2x2 matrix to obtain more features, as shown in Figure 2. In order 
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to further enhance information flow across layers, the performance of the convolution layer is used for 

the input to the ResNet block of the proposed ResNet backbone. 

 

Figure 2. (a) The existing ResNet-101 backbone [31] (b) The improvement ResNet backbone. 

For incorporating a content-aware mechanism to weigh each channel adaptively, the production of each 

proposed ResNet block is transmitted via the SENet network to provide a linear scalar of how relevant 

each proposed ResNet block is, which can be written as: 

𝐹𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑚𝑎𝑝 = ∑ ∑ 𝑦𝑞(𝑖, 𝑗)

𝐻

𝑗=1

𝑊

𝑖=1

                                                             (5) 

where yq is the element of the feature map with spatial dimension H × W , where H is the height and W 

is the width. 
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Sequentially, we have obtained five samples of the building blocks consisting of ResNet blocks and a 

network SENet. Outputs are integrated from each of the SENet networks to combine all features from 

various depth levels by summation of the characteristics of feature maps derived from the five couples 

of the ResNet blocks, as shown in Figure 2. In the following sub-section, the architecture of SENet will 

be addressed. 

2.1.1 The architecture of SENet 

The feature-generating maps from the ResNet improvement have been fed to the SENet network [32] 

to obtain further channel information and enhance the sharing of information, as shown in Figure 3. It 

selectively uses global information to illustrate and eliminate less valuable features by using weights 

on each feature map’s layer. It contains five operations, including a global average pooling, an FC 

layer, an ReLU function, an FC layer and the sigmoid function. The role of the sigmoid activation for 

channel weights is suited to the input. The SENet architecture is illustrated in Figure 3. As represented 

in Figure 3, the SENet architecture mainly consists of two processes, which are: 

 
Figure 3. The SENet architecture [32]. 

 The squeezing process: It produces channel-wise statistics (Se ∈RD) through global average 

pooling, which can be written as: 

𝑆𝑒 = 𝐹𝑆𝐸𝑁𝑒𝑡(𝑦𝑞) =
1

𝐻 × 𝑊
∑ ∑ 𝑦𝑞(𝑖, 𝑗)

𝐻

𝑗=1

𝑊

𝑖=1

                                                (6) 

where FSENet (.) is the function of squeezing. yq is the element of the feature map with spatial 

dimensions H × W, where yq is the qth element of Se and q = 1, 2, ..., D. 

 Excitation process: It provides and identifies channel-wise dependencies and significantly 

minimizes the number of parameters through FC layers, sigmoid and ReLU functions, as shown 

in the following formula. 

𝑇 = 𝐹𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛(𝑆𝑒, 𝑊) = 𝜎(𝐺(𝑆𝑒, 𝑊)) = 𝜎(𝑊2𝛿(𝑊1𝑆𝑒))                                 (7) 

where T = t1, t2, ..., tD , Fexcitation is the function of excitation and 𝑡𝑞 ∈ 𝑅𝐻×𝑊. 𝛿(𝑥) =

𝑀𝐴𝑋(𝑥, 0) is reference to ReLU function, G(.,.) is the reference to global function and  𝜎(𝑥) =
1

1+𝑒−𝑥  is the sigma mode function. 

P̂ = Fscale(Seq , yq ) = Seq .yq ,                                                   (8) 

where yq ∈ RH×W and Fscale is the reference to channel-wise multiplication between the scalar Seq 

and the feature map yq. 
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2.2 Localization 

The RPN is implemented in the multi-object form to decide the location of multiple objects in the input 

image [24]. Besides, the RPN approved any sizes of the feature map that would act as the output. In the 

meantime, the proposed CNN functions as the input to produce multiple proposals for rectangular 

objects. The object is illustrated in the current technique for rectangular objects, while the sliding 

window is seen in all the feature maps collected by the proposed CNN’s last convolution layer. The 

sliding window in RPN comprises nine anchors, which are the center points of the sliding window. In 

particular, the location for each anchor is calculated based on the input image, which gives the sliding 

window different Aspect Ratio (AR) and Scale (S) values, as seen in Figure 4. 

 
Figure 4. The sliding window with different aspects in ratio and scale. 

As a consequence, the value of p∗ to every anchor is determined on the two parameters that are as 

follows: 

1) The anchors with the largest intersection-over-union overlap and a ground truth box. 

2) For each anchor, the overlap intersection-over-union (IoU) is higher than 0.7. 

The IoU is defined by the following formula: 

𝐼𝑜𝑈 =
𝐴𝑛𝑐ℎ𝑜𝑟 ∩ 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥

𝐴𝑛𝑐ℎ𝑜𝑟 ∪ 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥
                                                    (9) 

2.3 Average Position Region of Interest Pooling Layer (Average Position RoI Layer) 

Several propositions of rectangular objects are created on feature maps from RPN, as represented in 

Figure 1. Consequently, various map size features are designed, which affected the instance 

segmentation accuracy. This paper, therefore, has suggested a novel layer for handling the feature map’s 

different sizes. The function map has been reduced over the following two steps to a fixed scale, known 

as the average position RoI layer. Suppose that the feature map’s size is 5x5, where the rectangular 

object proposals are encoded in red colour as represented in Figure 5. 

The first move is to preserve the position of feature maps by stopping implemented quantification to 

each RoI boundary via the RoI Pool [25], as represented in Figures 6 and 7. Nevertheless, because of 

the strong quantization levels for every pixel and success in order to achieve optimal performance in 

segmentation, low performance is found in the RoI Pool segmentation [25]. This paper has solved the 
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question of misalignment by annulling quantization. For each bin, the second step has utilized average 

pooling to reduce computational complexity and extract low-level features from the neighbourhood, as 

represented in Figure 8. 

 
Figure 5. The rectangular object proposals in red colour on the feature map. 

 

Figure 6. (a) The RoI Pool after implementing of quantization (b) The prevention of quantization by 

average position RoI. 

 
Figure 7. (a) The RoI Pool after the second implementation of quantization (b) The second prevention 

of quantization by average position RoI. 
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Figure 8. (a) The RoI Pool result (b) The average position RoI result. 

After that, the result of the average position RoI layer is passed to the FC layer. This process consists 

of detection for each object element, as shown in Figure 1. 

2.4 Instance  Segmentation 

The FCN [30] is done to differentiate between class levels, while the segmentation of the instance has 

returned the boundaries of each object element. This process consists of three stages, which are as 

follows: 

1) The first stage consists of translating the average position RoI layer performance for the object 

item into a sequence of 3 x 3 convolution stages, multiple times after applying ReLU for the 

creation of limits for each area from the average position RoI layer. 

2) The second stage requires a 1 x 1 convolution layer to every feature map acquired from the 

last convolution. 

3) The third stage converts the segmentation dimension based on the input image by bi-linear 

interpolation. 

3. RESULTS AND DISCUSSION 

The experimental findings and the proposed algorithm evaluation from the preceding sections are 

summarized in this section. The multi-object instance segmentation algorithm assessment is carried out 

using the following measurements: AP with specific thresholds is used to evaluate the multi-object 

instance segmentation algorithms, including improved CNN, RPN and instance segmentation. To ensure 

a judgment on the enhanced segmentation of multi-object instances, the outcome is compared with those 

of other well-known algorithms that have been used for the multi-object instance. 

3.1 Benchmark Datasets 

The experiments are conducted on MS-COCO dataset [33], which includes 1118k images for training, 

5k for validation (Val) and 20k for annotated testing (test-dev). The calculation of COCO AP was done 

from 0.5 to 0.95, with an interval of 0.05. All models have been trained on the COCO training set and 

tested on the Val set. For a fair comparison, the final results are compared with the state-of-the-art 

instance segmentation algorithm on the test-dev package.  

3.2 Experimental  Specifications 

A new algorithm for the instance segmentation of multi-object instances is introduced using TensorFlow 

[34]. The algorithms are tested with the GPU-Us-Tesla V100 16 GB and the VCPUs-8 cores 61 GB on 

Amazon Web Services (AWS) and Amazon Machine Image (AMI). In the training stage, the RoI is 

determined positive if it has IoU with a ground-truth box of at least 0.5 and negative otherwise and the 

L segmentation loss function is defined on positive RoIs. The instance segmentation is the intersection 

between an RoI and its associated ground-truth of instances segmentation. We train on GPU-Us-Tesla 
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V100 16 GB and the VCPUs-8 cores 61 GB on Amazon Web Services (AWS) and Amazon Machine 

Image (AMI). The weight decay for 50 epochs was 0.0001 with a learning momentum of 0.9 and a 

learning rate of 0.001. Every one of the epochs is an iteration of 1000. Besides, the optimization 

algorithm used in the context of this analysis is Stochastic Gradient Descent (SGD) [27]. 

3.3 Comparison with the State-of-the-Art Layers 

In this sub-section, a comparison of the proposed algorithm with the state-of-the-art layers is conducted 

to validate the average position RoI layer ability. Table 1 compares the performance of the average 

position RoI layer with state-of-the-art layers. 

Table 1. Evaluation results of the proposed backbone with various RoI layers. 

RoI layers  

AP 

Instance segmentation 

AP50 

 

AP75 

 

AP 

Detection 

AP50 

 

AP75 

RoI pooling [25] 31.0 53.6 30.12 35.6 60.1 34.3 

RoI wrap [26] 28.3 50.2 28.1 31.8 53.7 31.6 

Average position RoI layer 45.8 66.7 47.1 47.6 68.6 47.1 

Based on the results, the average position RoI layer ability has obtained high accuracy with different AP 

values. The feature maps are reduced to a fixed size while maintaining the map’s location obtained from 

the previous algorithms by avoiding quantization, while RoI Wrap and RoI pooling are still considered 

quantization in the RoI boundary, which leads to losing alignment with the input image. As a result, 

significant results in the detection and instance segmentation are obtained due to the impact on the 

detection and instance segmentation process for each pixel value in the feature maps. 

3.4 Comparison with the State-of-the-Art Detection Algorithms 

We compare our proposed algorithm with the state-of-the-art algorithms on COCO detection to validate 

the proposed algorithm’s ability. 

Table 2. Multi-object detection algorithm performance with different thresholds (0.5, 0.75, 

Small (S), Medium (M), Large (L)). 

Algorithms Backbone AP AP50 AP75 APS APM APL 

Fast R-CNN VGG 19.7 35.9 - - - - 

Faster R-CNN VGG 21.9 42.7 - - - - 

Faster R-CNN ResNet-101 34.9 55.7 37.4 15.6 38.7 50.9 

Mask R-CNN ResNet-101 38.2 60.3 41.7 20.1 41.1 50.2 

Cascade R-CNN ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2 

Proposed algorithm ResNet-50 40.5 62.7 43.3 23.5 42.8 51.5 

Proposed algorithm ResNet-101                                 44.8 66.0 46.6 30.2 48.1 56.8 

Proposed algorithm Proposed backbone without SENet             45.5 66.4 46.8 30.4 48.9 57 

Proposed algorithm Proposed backbone with SENet 47.6 68.6 47.1 32.8 50.8 58.9 

The efficiency of the proposed algorithm indicates better results with different AP values. The proposed 

algorithm AP accuracy has amounted to 47.6, 68.6, 47.1, 32.8, 50.8 and 58.9. Particularly, these values 

are considerably higher than comparable algorithm values due to the recommendation of a new 

backbone in this paper, which addresses insufficient training and determines the best possible filter size. 
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Additionally, inserting an SENet network for each block helps increase the efficiency of the method’s 

productivity by capturing several local and precise features from the input image. 

3.5 Comparison with the State-of-the-Art Instance Segmentation Algorithms 

In this sub-section, a comparison of the proposed algorithm with the state-of-the-art algorithms is 

conducted to validate the proposed algorithm’s ability. 

It is clear from Table 3 that the proposed algorithm is compared with the state-of-the-art algorithms, 

including MNS [26], FCIS [25], Mask R-CNN [27], YOLACT [28] and CASCADE R-CNN [29]. 

Table 3. Multi-object instance segmentation algorithm performance with different thresholds (0.5, 

0.75, Small (S), Medium (M), Large (L)). 

Algorithms Backbone AP AP50 AP75 APS APM APL 

MNC ResNet-101 24.6 44.3 24.8 4.7 25.9 43.6 

FCIS ResNet-101 29.2 49.5 - 7.1 31.3 50.0 

Mask R-CNN ResNet-101 35.7 58.0 37.8 15.5 38.1 52.4 

YOLACT ResNet-101 31.2 50.6 32.8 12.1 33.3 47.1 

CASCADE R-CNN ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2 

Proposed algorithm ResNet-50 33.8 55.1 36.4 19.4 42.2 51.1 

Proposed algorithm ResNet-101 36.3 57.4 38.7 18.8 40.5 53.8 

Proposed algorithm Proposed backbone without SENet 43.9 64.8 45.3 22.4 44.4 54 

Proposed algorithm Proposed backbone with SENet 45.8 66.7 47.1 24.3 46.2 55.9 

The performance of the proposed algorithm has been found to exhibit better results with different AP 

values. Our algorithm’s AP accuracy has amounted to 45.8, 66.7, 47.1, 24.3, 46.2 and 55.9. Notably, 

these values are significantly higher than the comparative algorithms’ values due to the suggestion of a 

new backbone in this paper, which is essential to achieve better results. 

The proposed algorithm has solved gradient vanishing via an identity shortcut based on a new gradient 

equation while taking into account the efficiency training for each convolution block. 

This function is considered to remove a certain amount of feature from the input image and transfer it 

to other layers by means of a similar duplicate increase or decrease in training and reduction in the filter 

size. Also, the SENet network has increased the performance of the feature selection process. The 

proposed backbone incorporates deeper and shallow feature maps. Because there are several local and 

accurate feature maps on the shallow layers, there are also rich feature maps on the deep network layers. 

Consequently, with the proposed backbone, we should effectively collect feature maps in different 

improved ResNet blocks and transfer them to the SENet for additional spatial feature maps. 

Compared to other algorithms, the results obtained from the produced function are positive results. In 

addition to the structure, this paper has also proposed a novel layer for managing different sizes of the 

feature map created from the RPN, known as the average position RoI. Furthermore, the average position 

RoI layer has reduced the feature maps to a fixed size while preserving the map’s position obtained from 

previous algorithms by avoiding quantization. 

As a result, significant results in the instance segmentation are obtained due to the impact on the instance 

segmentation process of every pixel value in the feature maps. Given the significant success of the 

proposed algorithm in the multi-object segmentation setting, it is expected that the proposed algorithm 

obtains the potential for substantial results. The visual experimental results are presented in Figure 9. 

3.6 Time Measure 

In this sub-section, the time measure is used to evaluate the proposed algorithm’s training time and 

frame per second in the testing process. The training and frame per second are significant factors in 

evaluating algorithm efficiency. The comparative algorithms are evaluated in terms of the training time 

in second per image and frame per second, as shown in Table 4. 
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Figure 9. The visual experimental results from the proposed algorithm for instance segmentation. 

Table 4. Evaluation of training time in second per image and frame per second of multi-object 

segmentation using different state-of-the-art algorithms. 

Algorithms Training time in second Frame per second 

MNC 0.21 5.45 

FCIS 0.14 5.75 

Mask R-CNN 0.11 6.07 

YOLACT 0.27 29.5 

CASCADE R-CNN 0.41 8.03 

Proposed algorithm 0.10 8.71 

Based on the evaluation frame per second in the testing process of multi-object instance segmentation 

algorithm with different state-of-the-art algorithms, the proposed algorithm has produced 8.71 frames 

per second, making it the second algorithm following YOLACT algorithm despite of the YOLACT 

algorithm’s high-speed characterization in this process. At the same time, the precision is omitted in 
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AP50, AP75, AP90, APS, APM and APL due to its reliance on the proposed backbone, which has 

resulted in the avoidance of the issue in ResNet. This trend has happened with the reduction of the filter 

size and the emphasis on the layer, allowing further training and reduction in the amount of excessive 

layer testing to obtain good results in the shortest possible time. In contrast, the MNS, FCIS, Mask R-

CNN and CASCADE R-CNN algorithms have produced less frames per second due to ResNet101 

implementation as the backbone network. ResNet has faced many problems, including using a large 

filter size affecting the increased consumption time parameters, as stated earlier. In addition, several 

layers have not undergone preparation, which has resulted in a substantial time investment in the training 

cycle, due to the three-fold repetition of the bounding box by the algorithm. 

4. CONCLUSION 

Multi-object image is improved by extracting features low and large via creating a novel backbone by 

several connected copies of the ResNet blocks of enhancement ResNet network connected with SENet 

to obtain additional channel features, improve the use of a more significant feature in images and provide 

a linear scalar of how relevant each proposed ResNet block is. The second phase is to adopt RPN to 

locate the object item and create a new layer called the average position RoI layer, which manages to 

map various features to obtain the best boundaries for the multi-object image. In the third phase, the 

FCN is used to generate instance segmentation to prevent the overlapping problem between objects. 

This prevention manages the various sizes of RPN’s feature map using the average position RoI layer. 

So, the segmentation of multiple-object instances is the main aim of this research. The proposed multi-

object instance segmentation algorithm is evaluated using two measures; AP with different thresholds 

and training time and frames per second. The proposed algorithm’s obtained results are compared 

against other well-known segmentation algorithms published in the literature, such as MNC, FCIS, 

Mask R-CNN, YOLACT and Cascade R-CNN. Better performance regarding the accuracy AP with 

different thresholds; namely, AP50, AP75, AP90, APS, APM and APL, is observed from the proposed 

algorithm. Such thresholds are higher than those of the state-of-the-art instance segmentation 

algorithms. Notably, the proposed system has rapidly and reliably defined, located and segmented the 

multi-object precision, preparation, training and frames per second. The proposed algorithm can be 

enhanced in future work by adding an edge detection algorithm to capture multiple objects’ fine details. 

Also, we will implement variations of CNN architectures to investigate instance segmentation. 
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 ملخص البحث:

تعددددددرزميات التددددددلعمتقدددددد علانتمتقعوتددددددفم تلددددددعلأمترة  ددددددل م   زت ددددددلأم دددددد متق دددددد اتعمت يتدددددد   م  قدددددد م

م ددددد متقعر دددددرملدددددتمتقويدددددلرع م   ودددددتمتقددددد علانتم  دددددلق ى متقددددد ملدددددلمتإنزدددددفم  ادددددلاململدددددتم ةيدددددلاتعُّ

دددددا  مت م ددددد  ملدددددل ممتقعوتدددددفم ددددد متق  دددددلمتقو ددددد  رمتقددددد متق ن  تيزئدددددلأمتقو تخدددددكمتقٍلادددددلأم  تدددددل ُّ

متق متقوز رملتمتقبإثم ترل ن ل   م تلا مل أقلأمخ  لأم  مخل لأُّ

تمددددرهمادددد  متقا قدددددلأمتقدددد متق ددددد تجميات التددددلأملب  ددددد  ملددددتم  دددددكمتيزئددددلأمتقو تخدددددكم دددد متق دددددا م

ل عدددددرم متقواتندددددم ملدددددتم ددددد فمل تخدددددكام مدددددرهمتقبإدددددثم ددددد متق إدددددر لعمتق ددددد متات ددددد متلددددد ٍرت م

زئددددددلأمتقو تخددددددكم دددددد متق ددددددا  م دددددد متقو خلاددددددلأمت  قدددددد  متق دددددد مت دددددد كمتقعوددددددامميات التددددددلعمتي

تق ندددددد لم  متقيددددددز مت لللدددددد  م يدددددد لمتإ ددددددتتميات التددددددلأمتوتتددددددزمتق ددددددا م بدددددد متلدددددد ٍ  م

تقو دددددددد ا لعمتقددددددددرةتلم تقعلاتددددددددلمتقووتددددددددز ملددددددددتمتق ددددددددا ملانددددددددا متقوعلقيددددددددلأ م  خددددددددر متقب ددددددددل م

تقادددددددد  م( م اددددددد مت  دددددددكملدددددددمم دددددددب لأمResNetت لللدددددددتلأماددددددد متلاددددددد متق دددددددب لأمتقو دددددددول م 

( مResNet(مق ددددددددكم خددددددددر ُّملددددددددتم خددددددددرتعم ددددددددب لأم SENet تلإ ددددددددل  متق دددددددد متعدددددددد هم للددددددددتم 

(مقلاعوددددددكم لادددددد متإر ددددددرملانددددددممتقع   دددددد متقمددددددره مRPN ت دددددد ٍر م ددددددب لأمتق دددددد تجمتقو  نددددددلأم 

(ملددددددتم  ددددددكمتي تددددددل متقإددددددر ممRoI ت بعمددددددلمتقو خلاددددددلأمتققلققددددددلأمتق دددددد متن دددددد جم بنددددددلأمتقوانددددددمم 

متقوقلقتلأمقلا يزئلأ 

مل  عتددددددلأمقلا ددددددا مت عدددددد هم للددددددتمتددددددتم  دددددد ت متق يددددددل  م تنتت ومددددددلم للدددددد ٍرت مقل ددددددر م تلةددددددلعُّ

 COCOم  دددددددد امتنتددددددددتتمتقٍات التددددددددلأمتقون  خددددددددلأملددددددددتمختددددددددثمت مت م للدددددددد ٍرت ملعددددددددل ت م )

ملدددددددتميات التدددددددلعمتيزئدددددددلأمتقو تخدددددددكمتقإر قدددددددلأمتقٍلادددددددلأم تنتدددددددتتمل  عتدددددددلأ م لنل ة مدددددددلم عدددددددرمُّ

  اددددددكملددددددتم لق ددددددا  م  ت دددددد متق  ددددددلئمم  متقٍات التددددددلأمتقون  خددددددلأم دددددد مادددددد  متقا قددددددلأم لةدددددد م

م يدددددد املع   ددددددلأم تددددددرتممت دددددد ٍر متقو تخددددددك م  قدددددد ملددددددتمختددددددثمل الدددددد م يات التددددددلعمتيزئددددددلأُّ

ملٍ لا لأ APتقرقلأم لل ٍرت مقتلللعمتقع بلأم   ( م  ق مقع بلعُّ

This article is an open access article distributed under the terms and conditions of the Creative 
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