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ABSTRACT 

Multi-label classification is a general type of classification that has attracted many researchers in the last two 

decades due to its applicability to many modern domains, such as scene classification, bioinformatics and text 

classification, among others. This type of classification allows instances to be associated with more than one class 

label at the same time. Class label ranking is a crucial problem in multi-label classification research, because it 

directly impacts the performance of the final classifiers, as labels with high ranks get a higher chance of being 

applied. This paper presents a new multi-label ranking algorithm called Multi-label Ranking based on Positive 

Correlations among labels (MLR-PC). MLR-PC captures positive correlations among labels to reduce the large 

search space and assigns the true rank per class label for multi-label classification problems. More importantly, 

MLR-PC utilizes novel problem transformation methods that facilitate exploiting accurate positive correlations 

among labels. This improves the predictive performance of the classification models derived. Empirical results 

using different multi-label datasets and five evaluation metrics reveal that the MLR-PC is superior to other 

commonly existing classification algorithms. 

KEYWORDS 

Prediction, Machine learning, Multi-label ranking, Multi-label classification, Problem transformation methods, 

Class ranking methods. 

1. INTRODUCTION 

Classification is a vital task in supervised learning that has attracted many researchers in the last few 

decades [1]. Classification learns rules for allocating instances to a class from a “training set” that has 

explicit classes. It then classifies new instances according to those rules. The accuracy of classification 

can be assessed by doing this to a “test set” for which the classes are known, but are not used in the 

classification [2].   

In general, according to [3], classification problems are divided into two main categories: single-label 

classification (SLC) and multi-label classification (MLC). The former necessitates one class label per 

training instance, while the latter allows multiple class labels per instance. Thus, class labels in the SLC 

problems are always mutually exclusive [4], whereas class labels in MLC are not. Labels in MLC 

possibly have some kind of correlation [5].  

In MLC problems, the task of Label Ranking (LR) is essential. It reveals the significance and the 

worthiness of each class label in the prediction phase. Hence, allocating each class label to its true rank 

is crucial. A common way to accomplish LR is to rank the available class labels according to their 

frequencies or probabilities [6].  

One main challenge of MLC problems is the large problem search space, especially when there are large 

numbers of class labels and high-dimensional datasets [3]. For example, when the MLC problem 

contains 20 class labels, then the problem search space consists of 220 possibilities, which is 

computationally not cost-effective. Hence, cutting down the search space becomes a requirement.  

A number of promising research attempts have been conducted in the last few years to reduce the large 

search space of MLC problems (i.e., [7]-[9]). These approaches dealt with MLC problems through 

capturing and exploiting the correlations among labels. However, many of these research studies suffer 

from drawbacks, mainly the limited extent of the type of correlations among class labels being captured 
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and adopting inefficient search techniques when capturing the correlations [10].  

In this paper, a new MLR algorithm is proposed that utilizes novel problem transformation methods and 

reveals the positive pairwise correlations among existing labels. Considering the positive pairwise 

correlations among labels as a transformation criterion will facilitate the capturing and exploiting of the 

most accurate high-order correlations among labels. In addition, to build classification models, the 

proposed algorithm integrates class association rules derived by the predictive association rule mining 

algorithm to determine significant positive correlations among class labels. This process ensures that 

any negative correlations among classes are discarded (more details are given in sub-section 3.1).  

The rest of the paper is organized as follows: Section 2 reviews the literature relevant to MLC, while 

Section 3 presents the proposed algorithm. Section 4 discusses the evaluation of the proposed algorithm 

and finally, Section 5 concludes and recommends future work.  

2. LITERATURE REVIEW  

MLC is a challenging problem that has attracted several scholars in the last two decades. At first, it was 

motivated by two domains: text classification [11] and medical diagnosis [12]-[13]. After that, MLC has 

been applied in several other domains, such as: automatic image and video annotation [14]-[16], 

classification of songs according to the emotions they invoke [17], gene functionality detection [18]-

[20], protein functionality detection [21]-[22], drug discovery [23], social network mining [24]-[25], 

direct marketing [26] and Web mining [27].  

Two main approaches have been utilized in dealing with the problem of MLC. The first approach 

attempts to fit a multi-label dataset into a single label classifier by transforming the multi-label dataset 

into one or more single-label datasets [28]. This approach has been known as PTM. The second approach 

adapts a single-label classifier to handle a multi-label dataset and is called the Algorithm Adaptation 

Method (AAM). According to [29], PTMs are preferable over AAMs, because they are easier to 

understand and are not domain-specific. This paper deals with the MLC problem from a PTM 

perspective. 

Several PTMs can be found in the literature such as simple selection transformation methods. Simple 

selection transformation methods transform a multi-label dataset into a single-label dataset based on 

using the frequency of labels as a transformation criterion [30]. Hence, a multi-label instance can be 

transformed to be linked with the Most Frequent Label (MFL) or the Least Frequent Label (LFL). Other 

simple selection transformation methods ignore any multi-label instance or simply choose one of the 

labels that are associated with an instance randomly. This has been stated by several researchers as one 

of the best ways to reduce the large problem search space of the MLC problem [7], [9], [31], [52]. 

Therefore, the proposed algorithm in this research adopts simple PTMs that are based on positive 

pairwise correlations among labels, which is expected to maximize the utilization of the most significant 

positive correlations among labels (See Section3 for further details).  

In [51], the authors questioned the usefulness of using simple transformation methods that are based on 

label frequency. Therefore and in order to maximize the exploitation of the most accurate positive 

dependencies among labels, they proposed three novel simple problem transformation methods based 

on the positive dependencies among labels and not based on the frequency of labels as in the traditional 

transformation methods. The first transformation method has been dubbed HAPCF, short for High 

Accurate Positive Correlation First, where the pairwise positive correlations for the labels are captured 

and then, the labels are ordered in a descendent way according to the accuracy of the high accurate 

positive correlation for each label. The second transformation method is called High Standard Deviation 

First (HSDF), where the Standard Deviation for the accuracy of the pairwise positive correlations for 

each label is calculated and then, the labels are ordered in a descendent way. The third transformation 

method is a hybrid method of the first and the second method and has been called High Accurate Positive 

Correlation and Standard Deviation First (HAPCSDF). 

The proposed transformation methods have been extensively evaluated using seven different multi-label 

datasets and five evaluation metrics, where they showed a superior performance compared with the 

existing transformation methods. The authors concluded that utilizing the correlations among labels as 

a transformation criterion is better than using the frequency of labels as a transformation criterion. 

Furthermore, according to the degree of the captured correlations among labels, MLC algorithms could 
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be categorized into three types. The first type is known as the first-order approach, which ignores any 

correlations among labels. Hence, labels in the first-order approach are considered as mutually 

exclusive. This approach has the advantage of being simple, but suffers from low predictive 

performance, especially with large datasets that have a high number of labels [32]. Examples of the first-

order MLC algorithms are: the Binary Relevance and the Multi-label K Nearest Neighbor (ML-KNN) 

algorithm [33]. 

The second type is called the second-order approach and depends on extensive pairwise comparisons 

among labels while considering features values [3]. This approach suffers from a limited ability to 

capture correlations among labels as well as the substantial number of the pairwise comparisons that are 

needed. Thus, the second approach is unsuitable for datasets with a high number of labels [3]. Examples 

of the second-order approach algorithms are: the Ranking by Pairwise Comparisons (RPC) algorithm 

[34] and the Calibrated Label Ranking (CLR) algorithm [35]. 

The third type of MLC algorithm according to the degree of correlations being captured is the high-

order approach. This approach captures high-order correlations among labels in the whole dataset or 

among a subset of the dataset [32]. Usually, this approach suffers from a high-complexity issue due to 

utilizing complex techniques to capture the correlations among labels. Nevertheless, the high-order 

approach tends to be better than the previously discussed two approaches, especially for datasets with 

high cardinality [3]. Examples of high-order approach algorithms are: Label Powerset (LP) [36], Pruned 

Set (PS) and Ensemble of Pruned Set (EPS) [37], RAKEL [38], Classifier Chains (CC) and Ensemble 

of Classifier Chains (ECC) [29] and MLC-ACL [30].  

Several algorithms that belong to different learning strategies have been proposed to solve the problem 

of MLC. In [36], an algorithm called HOMER was presented. HOMER is short for Hierarchy of Multi-

label classifiERs. HOMER aims to handle large datasets by using a tree structure. It is a divide-and-

conquer-based algorithm that constructs a tree recursively in a top-down, depth-first fashion, starting 

from the root. The HOMER algorithm has been evaluated using two large datasets (delicious and 

mediamill) and compared with the BR method. HOMER outperforms BR in prediction accuracy, 

running time and scalability to large datasets. However, HOMER needs to be evaluated against different 

algorithms and methods and not only the BR method. The complexity of HOMER could be reasonable 

when applied to large datasets, but HOMER will be inefficient when applied to small or moderate 

datasets. HOMER is more suitable to large datasets with a large number of labels.   

Zhang and Wu (2015) [39] questioned the usefulness of using the same traditional feature selection 

methods with MLC and, based on their reflections, they proposed an algorithm that focused on 

extracting label specific features. The algorithm has been named as Multi-label Learning with Label-

specific Features (LIFT). LIFT starts by applying clustering techniques on each label to determine its 

positive and negative instances. Then, features that are specific to each label in the label set are 

constructed by using the positive instances that were found in the first step. Finally, (k) classifiers are 

used in the training step. Each classifier is trained using the specific features that were generated 

previously and for every label in the label set.  

LIFT was evaluated using eight datasets from different domains and compared to several state-of-the-

art algorithms. The evaluation process concluded that the effectiveness of using new feature-selection 

techniques was more suitable to the nature of the MLC problem. LIFT has the advantage of being a 

general approach that could be used with any multi-label algorithm as a preprocessing step that may 

enhance the effectiveness and the efficiency of the algorithm. On the other hand, LIFT ignores any 

correlations among labels in the process of selecting the features.  

Back Propagation for Multilabel Learning (BP-MLL) algorithm [26] is an adaptation of the traditional 

multi-layer, feed-forward neural network to multi-label data. The net was trained with a gradient 

descendent and error back propagation with an error function closely related to the ranking loss that took 

into account the multi-label data. Experimental results showed a competitive performance in genomics 

and text categorization domains, with a computational cost derived according to neural network 

methods. Rokach, Schclar and Itach (2014) [40] questioned the usefulness of selecting the subsets 

randomly in RAKEL. Their view was based on the idea that dividing the original label sets into smaller 

subsets should be considered wisely and not randomly. These subsets should reserve the inter-label 

correlations and other constraints. The chosen (k) subsets should cover all labels and be the minimum 

possible. The authors proposed using approximation algorithms to determine the size and contents of 
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the subsets. They proved the efficiency of their algorithms by using different evaluation metrics and 

different datasets. The only limitations of their work were high complexity and running time [41]. 

LR methods handle the problem of Multi-label Learning (MLL) by transforming it into a problem of 

ranking, where pairwise comparisons are performed among all labels and based on these comparisons, 

a final ranking is obtained. Two main popular methods that could be found in the literature of MLL that 

are based on pairwise comparisons. The first method is called Ranking by Pairwise Comparisons (RPC) 

[34]. RPC is similar to BR in dividing a dataset with (k) labels into (k (k-1)/2) binary datasets; a binary 

dataset for each pair of labels (L1, L2), where the instances of the dataset are those instances that are 

associated with L1 or L2, but not both labels. To classify a new instance, all the binary models are 

invoked and a ranking is obtained by counting the votes for each label. RPC suffers from several 

limitations, such as high quadratic complexity that makes it a very bad choice when dealing with a large 

number of labels. The last limitation of RPC is that it does not have a split point between relevant and 

irrelevant labels [3]. 

CLR method is another pairwise method that enhanced RPC by introducing a calibration label. This 

virtual label (L0) works as a split point between relevant labels and irrelevant labels [35]. As in RPC, 

the CLR method suffers from space complexity and computational complexity as well [3]. 

3. THE PROPOSED ALGORITHM: MULTI-LABEL RANKING ALGORITHM BASED 

ON POSITIVE HIGH-ORDER CORRELATIONS AMONG LABELS (MLR-PC) 

The MLR-PC algorithm comprises three main phases: the transformation phase, the multi-label 

classifier construction phase and the prediction phase. In the first phase, MLR-PC transforms a multi-

label dataset into a single-label dataset using a transformation method based on the positive pairwise 

correlations among labels and applies a rule-based classifier on the transformed dataset to construct a 

single-label classifier. The PART algorithm [42] has been chosen in this paper as a base classifier. In 

the second phase, a multi-label classifier is constructed based on the discovered high-order positive 

correlations among labels that respect the transformation order of the labels. The last phase involves 

assigning the predicted ranked labels to a test instance. The main steps of the MLR-PC algorithm are 

shown in Algorithm 1 and more details are given in the following subsections. 

3.1 Transformation Phase 

The transformation phase fits the multi-label dataset into the single-label classifier and often this step 

depends on the frequency of labels as a transformation criterion. For the proposed algorithm, the 

transformation phase relies on a new criterion that is based on the positive pairwise correlations among 

labels. Hence, the label space of the input multi-label dataset is first extracted and then class association 

rules are derived using the Predictive Apriori algorithm [43]. These rules are utilized to capture the 

positive pairwise correlations among labels by keeping only positive rules in the form of “IF C1=1 

THEN C2=1”for further analysis regardless of the accuracy measure of the rules. In the proposed 

algorithm, the multi-label dataset is transformed into a single-label dataset based on one of the following 

transformation methods: (HAPCF, HSDF, HAPCSDF, MFL and LFL). For more clarification and 

information regarding the previous three PTMs, the reader is advised to read reference [51]. The 

Input: D - Multi-label dataset, minacc – minimum accuracy threshold 

Output: mlC - multi-label Classifier 

Building Model (D, minacc, TD) 

{ 

1 Algorithm2 (D) 

2 For each x X in TD              // X = The set of all labels 

3   { 

4    Generate all Positive Association Rules (PARs) in a form <<x         y>>, where y has a lower transformation order 

than x, using Predictive Apriori algorithm.              / /with respect to minacc 

5    Repeat the previous step having (x and y) in the Antecedent and z in the Consequent, where z -{x,y} 

6    PARs   Algorithm3 (PAR) 

7    PARs   Merge (PAR), where the Antecedent is x and the consequent belongs to (-x) 

8    For each rule in S and have x in its consequent, Replace (x, PARs) 

9   } 

10 Return (mlC) 

Algorithm 1.  MLR-PC algorithm. 
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following step (Step 9) aims to formulate the transformed Single-label Dataset (SLD) using one of the 

previous PTMs. After that, PART algorithm is trained on the formulated SLD to construct the single-

label classifier (S). 

The transformation phase has been performed based on the positive pairwise correlations among labels 

and not based on the frequency of labels. Algorithm 2 shows the transformation algorithm that has been 

adopted in the MLR-PC algorithm. 

After transforming the input multi-label dataset into a single-label dataset, classifiers, such as PART, 

JRip, BayesNet and RIPPER, among others, could be used as a base classifier for the transformed dataset 

(SLD). In this paper, the PART algorithm has been selected as a base classifier after a thorough 

evaluation of different algorithms. Table 1 shows the main characteristics of the multi-label datasets 

considered in this paper. 
Table 1. Dataset characteristics. 

Dataset 

 

 

Instances Attributes Labels LCard Domain 

 
Yeast 2417 103 14 4.327 Biology 

Scene 2712 294 6 1.074 Image 

Emotions 593 72 6 1.868 Media 

Flags 194 19 7 3.392 Image 

Genbase 662 1186 27 1.252 Biology 

TMC2007 28596 500 22 2.16 Text 

Ohsumed 13929 1002 23 1.66 Text 

To determine the best base classifier to use in MLR-PC algorithm, five different classifiers have been 

evaluated on the datasets shown in Table 1. These classifiers are: BayesNet [44], JRip [45], Simple 

Logistic [46], Decision Table [47] and PART [42]. Table 2 shows the evaluation of several rule-based 

single-label classifiers, on four different multi-label datasets, based on the Accuracy metric. 

Two main points could be inferred from Table 2. The first point is that the transformation method being 

used has a significant influence on the accuracy rates of the base classifier. In general, the MFL method 

shows a better accuracy on three datasets (Emotions, Flags and Yeast), while LFL shows a better 

accuracy on the Scene dataset, which has a low cardinality that is nearly 1. The second point is that the 

PART algorithm achieved the best performance in terms of accuracy on all datasets regardless of the 

transformation method being used. Therefore, the PART algorithm has been used as a base classifier for 

the proposed MLR-PC algorithm. 

3.2 Multi-label Classifier Construction Phase 

Step 2 to Step 8 of the MLR-PC algorithm (Algorithm 1) produce multi-label rules by integrating the 

single-label rules (s) discovered by the PART algorithm into multi-label rules. This goal is achieved by 

capturing the high-order positive correlations among labels based on the positive pairwise correlations 

discovered earlier by Algorithm 2. For example, a positive pairwise correlation exists between labels 

Input:    D - Multi-label dataset, minacc – minimum accuracy threshold 

Output: S - Single label classifier 

Transformation Phase (D) 

{ 

1 TD Extract Label Space (D) // TD refers to the label space, where it is represented as a transactional dataset  

2 For each item (x) in TD 

3 { 

4   PARs set    Predictive Apriori (TD)      // regardless the predictive accuracy of PARs 

5   HAPCF  Predictive Accuracy of the highest PAR 

6   HSDF  Compute the Standard Deviation among the Predictive Accuracy of the captured PARs 

7   HAPCSDF  HAPCF + HSDF 

8 } 

9 SLD  Transform (D, {HAPCF, HSDF, HAPCSDF})  //SLD: the transformed Single Label Dataset 

10   S  PART (SLD)  / with respect to minacc  // S= single label classifier 

11   Return (S, TD) 

Algorithm 2.  Transformation algorithm. 
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C1, C2 and C3, then MLR-PC attempts to discover a rule like "IF C1 and C2 THEN C3" or a rule like 

"IF C1 THEN C2 and C3", where C2 and C3 must have a transformation order less than the 

transformation order of C1. To make the building multi-label rules phase clear, suppose that the 

following rules have been discovered with label X in the antecedent: 

Table 2. The predictive accuracy of several classifiers on the transformed versions of some multi-label 

datasets. 

Base Classifier 
Emotions Flags Yeast Scene 

MFL LFL MFL LFL MFL LFL MFL LFL 

BayesNet 72.770 63.860 75.380 41.530 71.900 30.100 77.170 82.600 

JRip 82.670 72.280 81.540 46.150 80.940 45.480 78.850 78.930 

Simple Logistic 73.760 73.760 81.530 52.300 71.900 73.240 80.850 86.780 

Decision Table 69.800 57.430 75.380 41.540 71.910 30.770 58.860 63.380 

PART 96.530 96.040 89.230 84.620 95.650 92.310 98.410 98.830 

IF X THEN Y                                  Accuracy (0.887) 

IF X THEN Y and Z              Accuracy (0.659) 

IF X THEN Y and W            Accuracy (0.742) 

The above three rules are ordered and merged into a single rule using Algorithm 3 as follows: IF X 

THEN Y, W, Z. Algorithm 3 shows the sorting procedure for the captured positive association rules. 

After that and for all single-label rules learned by PART algorithm, every rule that has label X as a 

consequent will be modified by the MLR-PC algorithm. Thus, the new consequent is Y, W, Z. The 

process of converting all single-label rules learned by PART continues with all other rules in the same 

way. 

 

 

 

 

 

 

3.3 Prediction Phase 

As a test instance is about to be classified, the prediction procedure of MLR-PC works as follows. The 

procedure starts with searching all over the final multi-label rules in the rule set  (mlC), to find the best 

rule that matches the instance test (the rule's body matches some attribute values of the test instance). 

As the best rule that matches the instance is determined, the set of the labels of that rule is associated 

with the test instance in the same order as they appear in the consequent of the fired rule. This method 

utilizes only one rule to associate the predicted class label to a test instance. 

 4. EMPIRICAL ANALYSIS OF MLR-PC ALGORITHM 

The MLR-PC algorithm has been implemented using Java and integrated into the Waikato Environment 

for Knowledge Analysis (WEKA) software system [48], which is an open source Java software. All 

experiments were carried out on a Pentium IV, Core i3, 2.10 GHz computer. The training datasets and 

the testing datasets were chosen according to dataset author recommendation, where nearly two thirds 

of the datasets have been used as training sets and one third of them been used as testing sets. All datasets 

are available in Mulan, a multi-label dataset repository [49].The following two sub-sections show the 

evaluation of the proposed algorithm. Sub-sections 4.1 and 4.2 discuss the evaluation of the MLR-PC 

algorithm on regular-sized and large-sized datasets, respectively. 

Input: Set of positive association rules 

Output: Sorted positive association rules 

For any two given rules, r1 and r2, r1 precedes r2 if: 

1. The Predictive Accuracy of r1 is higher than that of r2. 

2. Both rules have the same Accuracy value, but the cardinality of r1 is higher than that of r2. 

3. Chose randomly, when the two previous conditions are the same for r1 and r2. 

Algorithm 3. Ordering the positive association rules algorithm. 
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4.1 Evaluation of the Proposed MLR-PC Algorithm on Regular-Sized Datasets 

Table 3 to Table 6 show a comparison between the proposed MLR-PC algorithm and other MLL 

algorithms. The compared algorithms have been chosen to represent the three main MLL approaches. 

The first-order approach was represented by two algorithms: BR and ML-KNN. The second-order 

approach was represented by two algorithms: BP-MLL and CLR. Finally, the high-order approach was 

represented by seven algorithms: LP, RAKEL, CC, PS, ECC, EPS and ML-LOC. 

Also, the chosen algorithms belong to both PTMs (BR, CLR, LP, RAKEL, CC, PS, ECC and EPS) and 

AAMs (ML-KNN and BP-MLL). Five multi-label evaluation metrics have been used to evaluate the 

proposed MLR-PC algorithm: Accuracy, Hamming Loss, Exact Match, One-error and Coverage [50], 

[53].  

Accuracy measures the percentage of those labels that were correctly predicted, with respect to the total 

number of labels and averaged over all instances. Accuracy is computed using the following equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦    =
1

𝑡
∑

|𝑍𝑖⋂𝑌𝑖|

|𝑍𝑖⋃𝑌𝑖|
𝑡
𝑖=1                                                        (1) 

Hamming Loss is a multi-label classification metric that measures how many times on average an 

instance-label is misclassified. This metric considers both error predictions (when the wrong label is 

predicted) and omission errors (when the correct label is not predicted). For this metric, the lower the 

value, the better the accuracy and the performance of the classifier [51]. Hamming Loss is computed 

using the following equation, where (∆) denotes the symmetric difference between the grounded truth 

label set and the predicted set. 

      𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝑙𝑜𝑠𝑠 =
1

𝑡
∑

1

𝑞

𝑡

𝑖=1

|𝑍𝑖 △ 𝑌𝑖|                                                       (2) 

Exact Match is a restrict metric that does not distinguish between partially correct and completely 

incorrect prediction. This metric calculates the average of instances whose predicted labels are exactly 

the same as their grounded truth labels. Exact Match is computed using the following equation and must 

be maximized: 

𝐸𝑥𝑎𝑐𝑡 𝑀𝑎𝑡𝑐ℎ =
1

𝑡
∑[ 𝑍𝑖 = 𝑌𝑖

𝑡

𝑖=1

]                                                            (3) 

One-error metric calculates how many times the top–ranked label was not in the set of predicted labels. 

For this metric, it is clear that it is not suitable for MLL problem; since it considers only the top–ranked 

label and neglects all other labels. One-error metric must be minimized and is calculated using the 

following equation: 

𝑂𝑛𝑒 − 𝑒𝑟𝑟𝑜𝑟 =
1

𝑡
∑[ 𝑎𝑟𝑔 𝑚𝑖𝑛 𝜏𝑖(𝜆) ∉  𝑌𝑖 , 𝜆 ∈ ℒ]

𝑡

𝑖=1

                                           (4) 

Coverage measures the average depth in the ranking, in order to cover all the labels associated with an 

instance. The lower the value of the Coverage metric, the better the accuracy and the performance. This 

metric is more suitable than the One-error metric for MLL problem; since it considers all labels 

associated with the instance and not only the top–ranked label. The following equation is used to 

calculate the Coverage metric: 

         𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
1

𝑡
∑ 𝑚𝑎𝑥 𝜏𝑖(𝜆) − 1

𝑡

𝑖=1

, 𝜆 ∈ 𝑌𝑖                                                (5) 

It is worth mentioning that (Yi) represents the grounded truth label set, while (Zi) represents the predicted 

label set. Also, (t) and (q) represent the total number of instances and the total number of labels in the 

dataset, respectively. 

Four regular-size multi-label datasets have been considered in the evaluation of the proposed MLR-PC 

algorithm. Table 3 shows the evaluation of the proposed MLR-PC algorithm, using five PTMs (HAPCF, 

HSDF, HAPCSDF, MFL and LFL), based on the Accuracy metric. Table 3 shows clearly that the MLR-

PC algorithm has the best accuracy among all other considered algorithms. 
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Table 3. Accuracy rates of the different MLL algorithms on regular-sized datasets. 

 Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.532 0.908 0.738 0.671 

MLR-PC-HSDF 0.583 0.908 0.738 0.617 

MLR-PC-

HAPCSDF 
0.538 0.908 0.738 0.620 

MLR-PC-LFL 0.514 0.881 0.718 0.562 

MLR-PC-MFL 0.280 0.885 0.559 0.483 

1
st

 

o
rd

er
 BR 0.520 0.643 0.551 0.576 

ML-KNN 0.520 0.691 0.366 0.555 

2
n
d

 

O
rd

er
 BP-MLL 0.185 0.212 0.276 NG 

CLR 0.514 0.695 0.557 NG 

H
ig

h
 O

rd
er

 

LP 0.530 0.735 0.584 NG 
RAKEL 0.493 0.694 0.592 NG 
CC 0.521 0.736 0.584 NG 
PS 0.533 0.751 0.599 NG 
ECC 0.299 0.270 0.282 NG 
EPS 0.537 0.751 0.599 NG 
ML-LOC 0.510 NG 0.497 0.568 

Table 4. Hamming Loss rates of the different considered MLL algorithms on regular-sized datasets.  

 Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.144 0.001 0.116 0.174 

MLR-PC-HSDF 0.127 0.001 0.116 0.187 

MLR-PC-HAPCSDF 0.143 0.001 0.116 0.187 

MLR-PC-LFL 0.158 0.001 0.119 0.213 

MLR-PC-MFL 0.219 0.001 0.149 0.266 

1
st

  o
rd

er
 

BR 0.193 0.009 0.188 0.274 

ML-KNN 0.193 0.008 0.262 0.284 

2
n

d
 o

rd
er

 

BP-MLL 0.322 0.057 0.433 NG 

CLR 0.226 0.101 0.214 NG 

H
ig

h
 O

rd
er

 

LP 0.206 0.090 0.198 NG 

RAKEL 0.207 0.095 0.186 NG 

CC 0.211 0.100 0.197 NG 

PS 0.205 0.084 0.192 NG 

ECC 0.619 0.470 0.630 NG 

EPS 0.207 0.085 0.193 NG 

ML-LOC 0.193 NG 0.210 0.262 

For the Scene dataset, no positive correlations among labels were discovered. Nevertheless, the accuracy 

of the MLR-PC algorithm on this dataset is still the highest. The reason for that is the high accuracy of 

the base classifier being used (PART). Also, for the Emotions dataset, same transformation orders have 

been discovered, when using any of the correlation-based PTMs. Hence, MLR-PC has the same 

accuracy using any of the correlation-based PTMs. Finally, Table 3 demonstrates that the correlation-

based PTMs have greatly affected the accuracy of the proposed MLR-PC algorithm.It is worth 

mentioning that “NG” refers to a “Not Given” value, either because the metric is not applicable to the 

algorithm or it has not been provided in the original article.  Also, all algorithms and methods have been 

considered with their default settings as stated in their original articles. 
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Table 4 shows the evaluation results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, using the Hamming Loss metric. The table shows clearly that the MLR-PC algorithm has 

the lowest Hamming Loss of all the algorithms. Also, the performance of the proposed MLR-PC 

algorithm when utilizing the correlation-based PTMs (HAPCF, HSDF and HAPCSDF) is much better 

than when utilizing the conventional frequency-based PTMs (MFL and LFL) on most multi-label 

datasets. 

Figure 1 shows the Exact Match results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, compared with other algorithms. Figure1 shows that the proposed MLR-PC algorithm has 

the best Exact Match on the Emotions, Scene and Flags datasets, while PS has the best Exact Match on 

the Yeast dataset. In general, the proposed MLR-PC algorithm shows an excellent predictive 

performance, with respect to the Exact Match metric on most regular-sized datasets considered in this 

paper. 

 
Figure 1. Evaluation of the proposed MLR-PC algorithm using the Exact Match metric on regular-

sized datasets. 

Table 5. One-error rates of the different considered MLL algorithms on regular-sized datasets. 

 Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.053 0.055 0.039 0.076 

MLR-PC-HSDF 0.076 0.055 0.039 0.107 

MLR-PC-HAPCSDF 0.063 0.055 0.039 0.107 

MLR-PC-LFL 0.076 0.061 0.039 0.153 

MLR-PC-MFL 

 
0.043 0.059 0.034 0.107 

 

1
st

  o
rd

er
 

BR 0.227 0.262 0.256 NG 

ML-KNN 0.228 0.219 0.263 NG 

2
n

d
 o

rd
er

 

BP-MLL 0.235 0.821 0.318 NG 

CLR 0.241 0.323 0.291 NG 

H
ig

h
 O

rd
er

 

LP 0.267 0.246 0.310 NG 

RAKEL 0.255 0.237 0.260 NG 

CC 0.256 0.268 0.283 NG 

PS 0.321 0.287 0.427 NG 

ECC 0.685 0.775 0.802 NG 

EPS 0.265 0.225 0.300 NG 

ML-LOC NG NG NG NG 

BR+ NG NG NG NG 

Table 5 shows the evaluation results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, using the One-error metric. Table 5 shows clearly that MLR-PC algorithm has the best 

results among all other MLL algorithms, considering the One-error metric. The main reason for 
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that is using PART algorithm as a base classifier. PART algorithm shows a superior 

performance on multi-label datasets that usually have special characteristics, such as high 

dimensionality, high number of instances and most attributes being continuous. 

Table 6 shows the evaluation of the proposed MLR-PC algorithm considering the Coverage metric with 

respect to the PTMs being used. It is obvious from Table 6 that MLR-PC algorithm has the best 

Coverage among all MLL algorithms considered in this research on the four regular-sized 

datasets. 

Table 6. Coverage rates of the different considered MLL algorithms on regular-sized datasets. 

 Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 5.172 0.133 1.193 2.892 

MLR-PC-HSDF 4.597 0.133 1.193 2.938 

MLR-PC-HAPCSDF 5.107 0.133 1.193 2.830 

MLR-PC-LFL 4.298 0.158 1.352 3.000 

MLR-PC-MFL 5.650 0.162 1.524 3.738 

1
st

  o
rd

er
 

BR 6.350 1.232 2.400 NG 

ML-KNN 6.300 0.456 2.320 NG 

2
n

d
 o

rd
er

 

BP-MLL 8.005 0.744 3.150 NG 

CLR NG NG NG NG 

H
ig

h
 O

rd
er

 

LP 8.065 0.733 2.235 NG 

RAKEL 9.155 0.593 1.986 NG 

CC 7.249 0.619 1.756 NG 

PS 8.313 0.845 2.331 NG 

ECC 10.731 2.662 3.817 NG 

EPS 8.303 0.689 2.138 NG 

4.2 Evaluation of the Proposed MLR-PC Algorithm on Large-Sized Datasets 

Table 7 shows the evaluation results of the proposed MLR-PC algorithm, using five PTMs (HAPCF, 

HSDF, HAPCSDF, MFL and LFL), based on the Accuracy metric, with respect to several other 

algorithms. Table 7 clearly shows that the proposed MLR-PC algorithm has a superior performance on 

the three large-sized datasets. Also, the proposed MLR-PC algorithm has the best accuracy values when 

considering the correlation-based PTMs, especially on the Genbase dataset. 

Table 8 shows the evaluation results of the proposed MLR-PC algorithm on large-sized datasets, 

considering the Hamming Loss metric, with respect to several MLL algorithms. From Table 8, the 

conclusion can be made that the proposed MLR-PC algorithm has the best Hamming Loss metric on the 

three large-sized datasets, especially when using the correlations-based PTMs. 

Table 7. Evaluation of the proposed MLR-PC algorithm using Accuracy metric on large-sized 

datasets. 

 Algorithm Genbase TMC2007 Ohsumed 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.985 0.654 0.741 

MLR-PC-HSDF 0.988 0.654 0.741 

MLR-PC-HAPCSDF 0.987 0.654 0.741 

MLR-PC-LFL 0.981 0.654 0.741 

MLR-PC-MFL 0.929 0.635 0.741 
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1
st

  o
rd

er
 

BR 0.962 0.541 0.361 

ML-KNN 0.948 0.531 0.355 
2

n
d
 

o
rd

er
 

BP-MLL 0.632 0.652 0.403 

CLR 0.561 0.506 0.374 

H
ig

h
 

O
rd

er
 RAKEL 0.982 0.549 0.383 

LIFT NG NG NG 
ECC 0.978 0.517 0.426 
EPS 0.945 0.549 0.424 

Table 8. Evaluation of the proposed MLR-PC algorithm using the Hamming Loss metric on large-

sized datasets. 

 Algorithm Genbase TMC2007 Ohsumed 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.001 0.039 0.002 

MLR-PC-HSDF 0.001 0.039 0.002 

MLR-PC-HAPCSDF 0.001 0.039 0.002 

MLR-PC-LFL 0.002 0.039 0.002 

MLR-PC-MFL 0.008 0.043 0.002 

1
st

  

o
rd

er
 

BR 0.001 0.071 0.007 

ML-KNN 0.005 0.073 0.007 

2
n

d
 

o
rd

er
 

BP-MLL 0.004 0.098 0.008 

CLR 0.004 0.068 0.008 

H
ig

h
 O

rd
er

 RAKEL 0.003 0.068 0.043 

LIFT 0.003 NG 0.056 

ECC 0.002 0.068 0.067 

EPS 0.007 0.069 0.074 

 

 

 

 

 

 

 

 

Figure 2.Evaluation of the proposed MLR-PC algorithm using the Exact Match metric on large-sized 

datasets. 

Figure 2 shows the evaluation results of the proposed MLR-PC algorithm using the Exact Match metric, 

with respect to other MLL algorithms. Figure 2 clearly shows that the proposed MLR-PC has a superior 

performance on TMC2007 and Ohsumed datasets, while it has an acceptable result on the Genbase 

dataset, with respect to other MLL algorithms. 

4.3 Discussion  

The predictive performance of the PTMs varies according to dataset characteristics. Two types of multi-

label datasets could be distinguished. The first type is the datasets with strong positive correlations 
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among labels, such as the Yeast, Emotions, Flags and TMC2007 datasets. For this type, the correlation-

based PTMs show a superior performance, using most of the evaluation metrics. The second type is the 

datasets with weak positive correlations among labels due to low cardinality (Scene and Genbase) or 

because the dataset does not have significant positive high-order correlations among labels, like 

Ohsumed dataset. For this type, the correlation-based PTMs show either a quite limited improvement or 

no improvement at all when compared against the frequency-based PTMs. 

Among the correlation-based PTMs, the HSDF shows the best predictive performance and HAPCF and 

HAPCSDF nearly show an equal predictive performance. Among the frequency-based PTMs, the LFL 

transformation method shows a better predictive performance than the MFL transformation method. 

In general, as the total number of the captured positive correlations among labels increases, the 

predictive performance of the MLR-PC becomes better. The only exception for this finding is the LFL, 

in which the total number of the captured positive correlations is the highest when using the LFL as a 

transformation method. Nevertheless, the predictive performance of the MLR-PC algorithm is not 

affected greatly by this large number of positive correlations due to the limited exploitation of these 

positive correlations because of the small frequency of the labels that exploited these positive 

correlations. Table 9 shows the total number of the captured positive correlations among labels with 

respect to the PTM being used. 

Table 9. Total number of the captured positive correlations among labels with respect to the PTM 

being used. 

Dataset HAPCF HSDF HAPCSDF MFL LFL 

Yeast 10 16 11 1 19 

Emotions 4 4 4 1 4 

Flags 8 7 8 3 9 

Genbase 14 16 15 2 18 

TMC2007 

 

 

 

 

3 3 3 0 3 

5. CONCLUSIONS AND FUTURE WORK 

In this paper, a new MLR algorithm called MLR-PC that captures positive correlations among class 

labels has been proposed. The captured positive correlations are exploited in the transformation step as 

well as in constructing a multi-label classifier. MLR-PC is a flexible algorithm, since any classifier could 

be used as a base classifier. Empirical analysis using different multi-label datasets, such as Yeast, Scene, 

Emotions and Flags, show that the MLR-PC algorithm is superior to other existing multi-label 

algorithms on several datasets, especially on those datasets with high cardinality. 

High cardinality of a dataset is a strong evidence on the existence of significant correlations among 

labels and hence, MLR-PC algorithm showed a better performance with these datasets when utilizing 

correlation-based PTMs. Therefore, it is highly recommended to adopt a transformation criterion that 

considers the correlations among labels, especially with high-cardinality datasets, such as Yeast, Flags 

and TMC2007 datasets. 

As for future work, more research that considers new PTMs based on the positive correlations among 

labels should be conducted. Also, capturing local and positive correlations among labels is a promising 

approach, especially in datasets with low cardinality, like the Genbase and Scene datasets. 
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ث:ملخص البح  

ةدًدددددد ا تدددددد   د م ددددددعا يعدددددديف الأددددددلمت ددة ددددددعا دً معدددددديال صنيددددددع  يع ددددددع   دددددد   صددددددند  دًملأددددددلمت 

دًعييددددددي  دددددد  دًعددددددعمام  نددددددً دًعبدددددديي  دً عيددددددمم ن ص دددددد د  ًبع  ممدددددد  ً م عمدددددد  نددددددً دً امدددددد   دددددد  

دً جددددددعدي دً ييادددددد ا  اددددددت الأددددددلمت دً اددددددع ين ةا لنًنتمددددددع دً ع ن ددددددعي دً منيدددددد ن ةالأددددددلمت 

ةيسدددد ا  دددد د دًلددددن   دددد  دًملأددددلمت  دددد   ا ددددن  دد ا دددد  دًللأددددننن  دددد   ددددم   جددددعدي    دددد    

ددددددف ةدمددددددي   دددددد   ة ددددددعا دد ددددددلع  نددددددً     ةدمددددددي    ف ا امدددددد   ة ددددددعا    اع دددددد   دددددد  ا   دددددد  ةم ا

دد دددددلع   سددددد ً  مع ددددد   ندددددً دًع دددددل دً مع ددددد   ملأدددددلمت ددة دددددعا دً معددددديالا ص ددددد د  ً دددددع ًددددد  

دًمدددددً ا مدددددت دً  داددددد    ددددد  اددددد فم   عع ددددد  ندددددً  ادة دً لأدددددلف اعي دًل ع مددددد ن د  دددددم ع   ف ددة دددددعا

ابددددديا  ددددد و دًنيةددددد   نديي مددددد  تييددددديل ًم امددددد   دًع مدددددع ا لأدددددت ي دددددت ن  ددددد    ي دددددت ً م عمددددد  

ددة دددددعا دً معددددديالن اسددددد ت لا امددددد  ددة دددددعا دً معددددديال  لدددددعة  ي دددددت ددياعع دددددعي دً نتعددددد   دددددم  

(ل  ةا دددددددددمبم دًانديي مددددددددد  دً بم مددددددددد  ددياعع دددددددددعي دً نتعددددددددد   دددددددددم  MLR-PCدد دددددددددلع   

ت  ددددد  دً مفدددددب دًوددددداف ً ع دددددل ةا ددددديا دً  اعددددد  دً بمبمددددد  ً دددددت ة دددددف   ددددد   ة دددددعا ددة دددددعا ً مب مددددد

 دد لع  نً دً سع ت دً مع ب   ملألمت ددة عا دً معيال 

ةدد دددددددف  ددددددد  زًدددددددت   ف دًانديي مددددددد  دً بم مددددددد  اسدددددددمايا   ةدددددددع   عم ددددددد ل ًم نيدددددددت دً سدددددددع تن 

ة ددددد د  ددددد   ددددد ص  دً نتعددددد  دًيةمبددددد   دددددم  ددة دددددعا  دد ددددد  دًددددد ا يسددددد ت د دددددم    ددياعع دددددعي 

   ي سدددددددد  ددادة دًملعددددددددفا ًل ددددددددعزش دًملأددددددددلمت دً اددددددددمب   ةنددددددددي  اددددددددا  دًلمددددددددع   دًمج يعمدددددددد  

 ع ددددددمايدا  ج نيدددددد   معصددددددعي  معدددددديال ددة ددددددعا ة  سدددددد   دددددد   بددددددعيم  دًمبمددددددمف    دًانديي مدددددد  

( اماددددددددنخ ي ددددددددت دًانديي مددددددددعي دد دددددددد    ددددددددع ع  دد ددددددددمايدا نددددددددً MLR-PCدً بم مدددددددد   

 ي  معي دًملألمت 
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