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ABSTRACT

Text tagging has gained a growing attention as a way of associating metadata that supports information
retrieval and classification. To resolve the difficulties of manual tagging, tag recommendation has emerged as a
solution to assist users in tagging by presenting a list of relevant tags. However, the majority of existing
approaches for tag recommendation have focused on domain-specific tagging and tackled long-form text. Open-
domain tagging can be challenging due to the lack of comprehensive knowledge and the intensive computations
involved. Furthermore, tagging of short text can be problematic due to the difficulty of extracting statistical
features. In terms of the language, most efforts have focused on tagging text written in English. The tagging of
Arabic text has been challenged by the difficulty of processing the Arabic language and the lack of knowledge
sources in Arabic.

This work proposes an approach for tag recommendation for short Arabic text. It exploits the Arabic Wikipedia
as a background knowledge and uses it to generate tags in response to input short text. Latent semantic analysis
is exploited to analyze Wikipedia content and find articles relevant to the input text. Then, tags are selected from
the titles and categories of these articles and are ranked according to relevance.

The approach was evaluated based on experts' ratings of relevance of 993 tags. Results showed that the
approach achieved 84.39% mean average precision and 96.53% mean reciprocal rank. A thorough discussion of
results is given to highlight the limitations and the strengths of the approach.
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1. INTRODUCTION

With the massive daily increase of data on the internet, especially text, automatic tagging services that
attach informative and descriptive tags to texts have become a necessity for information aggregation
and sharing [1]. Tagging is the practice of creating and managing labels called tags that categorize or
describe the content by using simple keywords [2]. Many social media platforms, such as Twitter,
Facebook and Flicker, provide their users with functionalities for manual tagging to support content
categorization and search. However, manual tagging has many documented limitations, including
being laborious, ambiguous and error-prone [3]-[4]. In addition, users are often permitted to use their
own conventions and interests when creating tags, a thing that makes tags noisy and sparse.
Alternatively, automatic text tagging has been investigated in several studies to generate tags without
or with minimal intervention from the user [5]-[6]. Automatic text tagging techniques can be classified
into two categories based on the source of generated tags [5]: 1) content-based tagging, which extracts
tags from the target content by employing information extraction or text categorization techniques; 2)
knowledge-based techniques, which use external knowledge sources, such as ontologies [7],
folksonomies [8], Wikipedia [9] or Linked Open Data [10] to recommend tags related to the target
content. These knowledge sources can support the tagging process by disambiguating words, inferring
relationships and leading to better understandability of the target content [11].

Most of the work related to tag recommendation has been applied to long-form text [5]. When it
comes to social media, text often has unique characteristics that pose additional challenges. It is often
extremely short, poorly composed and tend to be more informal [12]-[13]. These challenges can
obstruct the extraction of textual features of short text by applying conventional statistical techniques
that work with long text [14]. In addition, most existing efforts have focused on domain-specific
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tagging. Open-domain tag recommendation can be challenging due to the lack of comprehensive
knowledge sources and the intensive computations involved [10]. From the perspective of the
language, the majority of works have focused on tagging text written in English or Latin languages.
These works benefited from the advancement in the processing of these languages and the presence of
rich English -and Latin-based knowledge resources. However, there has been little effort to support tag
recommendation for Arabic texts on social media [7]. This has been challenged by the difficulties
associated with the processing of the Arabic language and the lack of comprehensive knowledge
sources in Arabic [15].

Driven by the above discussion, this work proposes a tag recommendation approach that generates and
recommends tags for short Arabic texts. It aims to support open-domain tagging by using the Arabic
version of Wikipedia as background knowledge. The choice of Arabic Wikipedia is motivated by its
large coverage of various subject areas, a thing that makes it adequate for open-domain text tagging.
Given an Arabic short text as input, the proposed approach will suggest a ranked list of tags with high
affinity for input text. These tags are selected from Wikipedia articles that closely match with the input
text. To achieve that, a topic model for Wikipedia is first created by using Latent Semantic Analysis
(LSA) [16]. Without yet delving into the underlying theory, LSA is a matrix-factorization method
commonly used in natural language processing and information retrieval. It seeks to better understand
a corpus of documents and the relationships between the words in those documents. LSA is used to
distil the Wikipedia as a corpus into a set of relevant concepts, each of which corresponds to a topic
that the Wikipedia discusses. It then captures the relationships between documents and concepts and
between terms and concepts. This can create a simpler representation of Wikipedia that makes it easy
to find the set of articles relevant to terms in the input text. LSA is used in this work for the following
reasons: First, it can create a low-dimensional representation of the corpus and thus can effectively
handle huge data volumes as with Wikipedia. Second, it produces results that are more robust
indicators of meaning as compared to the traditional word co-occurrence models. This is due to its
ability to extract features that capture underlying latent semantic structure in the term usage across
documents[17].

To handle the heavy computations involved in LSA, a cluster of computers was constructed and
operated by using Apache Spark [18] as a parallel processing framework. The proposed approach was
evaluated by tagging a set of 100 tweets and then assessing the relevance of generated tags. In total,
993 tags generated by our approach were rated as being "relevant” or "irrelevant” by human experts.
Results showed that the approach achieved 84.39% mean average precision and 96.53% mean
reciprocal rank. Results were also discussed in detail to highlight the limitations and the strengths of
the approach.

2. RELATED WORK

Tag recommendation methods can be classified into four categories based on the underlying
technology [5], [19]. The first category is tag co-occurrence methods, which exploit tags previously
assigned to a collection of objects to suggest candidate tags to new objects [20]-[23]. They often
exploit metrics related to tag frequency to suggest related tags based on tags already associated with
other texts. The limitation of these works is that they assume the existence of a tagged corpus.

The second group of methods is content-based. These works do not use external corpora, but exploit
the textual features of the target text, such as TF-IDF and association rules, to extract candidate terms
and phrases and use them as tags [24]-[27]. The main issue with content-based techniques is that they
become ineffective when applied on short texts such as tweets. They also lack novelty, because they
generate tags that are already part of the target content [5]. Supervised approaches for tag
recommendation also fall in this category. As recommendation can be modelled as a ranking problem,
supervised approaches often use training samples consisting of candidate tags to which relevance
labels are assigned as ground truth. The aim is to generate a model that maps the tag quality attributes
into a relevance score or rank. Several works tried to model the tag recommendation problem as a
multi-label text classification task by using different classifiers, such as Naive Bayes [14], [28] and
deep neural networks [29]-[31]. However, supervised approaches are often applicable to restricted
domains and are challenged by the difficulty of obtaining labelled data.
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Another category of tag recommenders include matrix factorization-based methods under which this
work falls. These methods use matrix factorization to model pairwise interactions between users, items
and tags, such as the ranking preferences of tags for each pair user-item [32]-[33]. Latent Semantic
Analysis (LSA) and Latent Dirichet Allocation (LDA) are often used to process and decompose the
co-occurrence matrix [34, 35]. LSA learns latent topics by performing a matrix decomposition (SVD)
on the term-document matrix. LDA is a probabilistic topic model, where the goal is to decompose a
term by the document probability distribution into two distributions: the term by topic distribution and
the topic by document distribution. This work uses LSA rather than LDA, because the low-
dimensional representation generated by LSA enables to easily measure similarities and no further
processing is needed once it is obtained. The separation between the term, document and concept
spaces in the outputs of LSA makes it easy to calculate term-to-term, document-to-document and
term-to-document relevance by using cosine measure. In addition, there is a lack of well-established
methods to choose the number of topics in LDA and it is unrealistic to test different numbers of topics
until the best result is achieved [17].

Another common method for tag recommendation is based on graph analysis. Graph-based methods
extract tags by analyzing the neighbourhood of the target text or user [36]-[37]. These methods are
commonly used for tag recommendation in social networks [38]-[39], where the nodes of the graph
correspond to users and edges connecting users. Collaborative filtering techniques [40]-[41] fall in this
category, because they exploit the tagging history of users who are similar to the target user. These
methods require the presence of graph datasets that capture the tagging behaviour and links between
users.

The fourth category of methods for tag recommendation includes clustering-based methods which
recommend tags based on clusters or topics of objects [42]-[43]. Given a collection of documents,
these method start by applying a clustering or a classification algorithm to divide documents into
groups. Then, tagging a new document is performed by first classifying that document into one or
more clusters and then selecting the most relevant tags from those clusters as recommended tags.
Despite the potential of clustering in reducing dimensionality of the problem, generic tags that
describe the whole cluster are often generated, but are less descriptive of the specific content being
tagged. These methods also do not perform well with short texts.

Besides the aforementioned categories, some works have tried to combine methods from multiple
categories to improve the performance. For example, P. Lops, M. De Gemmis, G. Semeraro, C. Musto
and F. Narducci [44] proposed an approach that combined collaborative filtering based on community
tagging behaviour and content-based heuristic techniques. P. Symeonidis [45] combined tag clustering
with matrix factorization. M. Lipczak, Y. Hu, Y. Kollet and E. Milios [46] proposed a method that
extracts terms from the title and description of the target object (a content-based technique) and then
expands the set of candidate tags by exploiting tag co-occurrences. Several efforts have tried to
overcome the challenges of short-text processing by exploiting complementary knowledge sources,
such as ontologies [7], Wikipedia [9] and Linked Open Data [10] to generate tags.

In the domain of Arabic language, several studies have explored the use of matrix factorization
techniques, such as LSA and LDA, to process Arabic texts for different purposes. For example, F. S.
Al-Anzi and D. AbuZeina [47] used LSA for classifying Arabic documents. They compared LSA with
other classification methods and found that LSA outperforms the TF-IDF-based methods. Some works
used LSA for Arabic text summarization [48]-[50] and found that LSA improved the clustering
performance and resolves issues related to noisy information. M. Naili, A. H. Chaibi and H. B.
Ghézala [51] used LDA to identify topics in Arabic texts and examined the impact of using different
LDA parameters and Arabic stemmers. R. Mezher and N. Omar [52] approached the problem of
automatic Arabic essay scoring by exploiting both syntactic features of text and LSA and found that
augmenting the similarity matrix of LSA with syntactic features could improve the results. Although
our work is similar to the aforementioned efforts with regard to the use of LSA on Arabic text, it
differs in two aspects: 1) it has a different objective, which is tag recommendation for short Arabic
text, whose features cannot be easily captured as compared to the long-form text. 2) Previous works
applied LSA on the target content, but we applied it on the Arabic Wikipedia as a complementary
knowledge source. 3) We tackled issues related to the processing of the enormous content of
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Wikipedia by using Apache Spark as a parallel processing framework and performing dimensionality
reduction.

Recently, there has been a growing interest among Arab researchers to exploit the Arabic version of
Wikipedia for different purposes in computer science. Some works exploited the semi-structured
content of Wikipedia to construct ontologies [53]-[54]. Others used Wikipedia features and structure
to build Arabic-named entity corpora [55]-[56] or for entity linking [57]. Wikipedia-based categories
have been also exploited to improve the categorization of Arabic text [58]. Some works used the
Arabic Wikipedia to expand gueries submitted to search engines or question answering systems [59].
The work in this paper adds to previous knowledge by extending the use of Arabic Wikipedia to
support open-domain text tagging.

3. OVERVIEW OF THE APPROACH

The overall approach for tag recommendation is depicted in Figure 1 and is summarized as follows: It
starts by reading, cleansing and processing the Wikipedia content to create a document-term matrix.
Then, LSA is applied by performing Singular Value Decomposition (SVD) on the document-term
matrix. This creates a low-rank approximation of the original matrix that models concepts in
Wikipedia as well as the pairwise relations between terms, documents and concepts. The outputs of
SVD will form the core of the tag recommendation system that will serve user queries as shown in the
bottom part of Figure 1.
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Figure 1. An approach for tag recommendation for short Arabic text based on LSA of Wikipedia.
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It takes input text in Arabic, converts it into TF-IDF vector and compares it with concept vectors in
SVD results. The aim is to find the concept that is most similar to the input text, which in turn will
yield finding Wikipedia articles relevant to the input text. Finally, tags are selected from the titles and
categories of these articles and are ranked according to their relevance scores. The approach is
explained in detail in the following sections.

4. PRE-PROCESSING OF ARABIC WIKIPEDIA

Wikipedia makes its content available as XML dump files. For this work, we used the dump file of the
Arabic version of Wikipedia published in October 2019. It contains 1,238,570 pages, including
435,672 actual articles and 267,580 categories. Pre-processing the Arabic Wikipedia, which is about
6.4 GB of raw text and performing the LSA computations demand a huge memory and processing
power. Thus, we used a cluster of computers and Apache Spark as a cluster-computing framework.
Apache Spark can distribute computational power to automatically parallelize and execute tasks on a
large cluster of computers. It also provides a highly-optimized machine learning library called MLlIib
[60] which can perform matrix factorization on numerous datasets.

The dump file was first parsed to filter out non-informative pages, such as disambiguation pages,
redirect pages, empty pages and templates. This has left only 435675 articles (about 35% of total
articles) to be used for LSA. These articles were then processed to extract the textual content, the title
and the associated categories. Table 1 presents some details of the pre-processed content.

Table 1. Information on the pre-processed content of Arabic Wikipedia.

Size of XML dump file 6.39 GB
No. of categories 267580
No. of pages 1238570
No. of redirect pages 437726
No. of disambiguation pages 10473
No. of template pages 345759
No. of discussion pages 181

No. of pages with empty body 8756
No. of articles used for LSA 435675

Articles were further processed by performing text pre-processing steps, including cleansing,
normalization, stemming and stop-word removal. The cleansing step aims to remove words and
phrases that increase the size of the corpus but do not affect the performance, such as the Latin
alphabets, special characters, numbers and punctuations. This can both save space and improve
fidelity. Normalization is then applied to convert the text into a more convenient and standard form.
Normalization of Arabic text may be more complicated as compared to English text, because Arabic
words are often connected to pronouns, prefixes and suffixes. In addition, Arabic letters such the " or
's' may be written in different ways. The Stanford Arabic Word Segmenter [61] was used to apply
orthographic normalization to raw Arabic text. Afterwards, light stemming [62] was performed to
reduce inflected or derived words to their word stem, base or root form. This is crucial, because
different formations and derivations of the word may degrade the performance of LSA. We used
Farasa [63] for light stemming of Arabic text.

After the pre-processing phase, each Wikipedia article was represented as a title, a list of tokens
(cleansed, stemmed and non-stop-words) and a list of associated categories. The next step is related to
the articles' details to vectors, which are necessary to perform SVD.

5. SINGULAR VALUE DECOMPOSITION (SVD)

Each article should be represented as a TF-IDF vector. This is done by computing the frequencies of
each term within the document and within the entire Wikipedia. Since TF-IDF vectors are likely to
have lots of zero values, they are converted into sparse vectors. A sparse-vector representation is more
space-efficient, since it only stores the indices of the terms and non-zero values. The collection of
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sparse vectors form the document-term matrix, where each row corresponds to a document, each
column corresponds to a term and each element indicates the importance of a term to a document.

With the document-term matrix in hand, the analysis can proceed to factorization and dimensionality
reduction. MLIib, the machine learning library in Apache Spark, contains an implementation of the
SVD that can process enormous matrices. SVD takes the document-term matrix and returns three
matrices that approximately equal it when multiplied together, as shown in the following Equation.

— T
men - Umxk Skxk v kxn

where:
- Miis the document-term matrix that is input to the SVD implementation.
- m, n, k are the number of documents, number of terms and humber of concepts, respectively.

- Uisan m X k matrix, where each row corresponds to a document and each column corresponds to
a concept. Each element in U refers to the importance of a document to a concept. Thus, it defines
a mapping between the document space and the concept space.

- VTisak X n matrix whose columns are basis of the term space. Each column corresponds to a
term and each row corresponds to a concept. Each element in VT refers to the importance of a
term to a concept. Thus, it defines a mapping between the term space and the concept space.

- Sisak X k diagonal matrix, where each diagonal element in S corresponds to a single concept
(and thus a row in VT and a column in U). A concept captures a thread of variation in the data and
often corresponds to a topic that Wikipedia discusses. Each element in S corresponds to the
importance of a concept in the corpus.

Note that the three matrices are related so that each diagonal element in S corresponds to a column in
U and a row in VT. The decomposition is parameterized with a number k, less than or equal to n,
which indicates how many concepts to keep around. k should be chosen to be less than n to create a
low-dimensional approximation of the original document-term matrix. A key insight of LSA is that
only a small number of concepts is required to ensure that the approximation will be the closest
possible to the original matrix. Based on other studies that used LSA with Wikipedia [64, 65], k was
chosen to be 1000 in our experiment, which is enough to represent the number of different topics
discussed in the Arabic Wikipedia.

To illustrate how SVD outputs are interpreted in our approach to find Wikipedia articles that closely
match an input text, consider the example shown in Figure 2. It shows the matrices generated after
implementing SVD on five sample articles that contain seven unique terms in total. k, which denotes
the number of concepts, is set to two. It is emphasized that this is a simplified example presented for
the purpose of illustration only.

Document Space Concept Space Term Space
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Figure 2. An example of SVD for five documents and seven terms.

Note that each diagonal element in S denotes the weight of a concept; i.e., how important the concept
is to the corpus. In the given example, the shaded concept whose weight is 12.4 is the most important,
because it holds the largest value. This concept is mapped to the first column in U and to the first row
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in VT. Similarly, the second concept, whose weight is 9.5, is mapped to the second column in U and to
the second row in V.

Each column in U indicates the degrees of relevance of each article to the corresponding concept in S.
For example, the first column of U that is shaded in Figure 2 shows that the article titled: " sis sl 338lxs

(Oslo Accord) ", with the value of 0.58, is the most relevant to the first concept, followed by the article
titled: .Y Lulas 18 (Security Council Resolution..) ". Likewise, the second column of U indicates
that the article titled: " Y 553 (Spanish League)”, with the value of 0.71, is the most relevant to
the second concept. Zero elements in U indicate articles irrelevant to the corresponding concepts in S.

On the other hand, each row in VT refers to the degrees of relevance of each term to the corresponding
concept in S. For example, the first row in VT that is shaded in Figure 2 reveals that the term " 4 5
(State)" is the most relevant to the first concept, because it has the highest value, while the term ** 3)_jlx
(Match)" from the second row in VT is the most relevant to the second concept.

Knowing this relationship between U, S and V™ matrices, SVD can tell which Wikipedia articles most
closely match a set of query terms. Given a set of terms as input, the first step will be to create a TF-
IDF vector of input query and find its representation as a new row of the low-rank document-term
matrix approximation. Then, similar articles can be discovered by computing the cosine similarity
between the new input vector and the other entries in this matrix.

6. MAPPING INPUT TEXT TO RELEVANT WIKIPEDIA ARTICLES

The implementation of SVD on the content of Arabic Wikipedia, as explained above, is performed
only once and the SVD outputs are maintained in memory to form the core of the tag recommendation
system shown in Figure 1. The system is now ready to take a short Arabic text as input and generate a
ranked list of relevant tags as output. The input text will undergo the same text preprocessing steps
applied on the Wikipedia content, including cleansing, normalization, stemming and stop-word
removal. It is then converted into a sparse vector with TF-IDF weights of terms.

Let d be the TF-IDF vector of input query. We would like to map d into its representation in the SVD
space, a, by applying the following transformation [6]:

d=5"1u"d
The next step is to find documents in U that are most similar to d. This can be achieved by computing

the cosine similarity between d and every row in U. The cosine similarity is employed, because it is
simple, very efficient to evaluate especially for sparse vectors and gives normalized values in the
range from 0 to 1. Documents that achieve highest cosine similarity scores refer to Wikipedia articles
that are most relevant to input text. The next step will be to use these articles to generate
recommended tags.

7. TAG GENERATION AND RANKING

Up to this point, input text should have been matched with relevant Wikipedia articles by using SVD
outputs. These articles are ranked from the most to the least relevant based on the similarity to input
text. Then, recommended tags are extracted from the titles and categories of these articles. While titles
tend to be more specific and unique, categories are often more generic and referral to broader subject
areas. Thus, tags selected from both titles and categories make a list of diversified and complementary
descriptors covering both specific and broad subjects pertaining to the input text. However, number of
titles and categories obtained from articles could be large. Thus, they should be filtered and ranked to
get only the most relevant ones. The algorithm we use to filter and rank titles and categories can be
explained as follows:

Let D = (d1,d2,..d,.., dn) be an ordered set of documents obtained from SVD, where i indicates the rank
of d; i.e., its relevance to the input text. Let A={ai, az,..,am} be the set of terms in input text and B={b,
ba,...bi} the set of terms in the title of d. Then, each title of d; is scored using the following Equation:

1+ |4 nE|

Score of t; = 1 +logi
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where t; is the title of d;. |4 N Bl is the number of terms occurring in both A and B. Based on this
equation, each title is weighted based on criteria that consider both the overlap between the title and
the input text and the rank of the document. That is, a title is scored higher if it shares more terms with
input text and belongs to a highly ranked article based on SVD. Note that the above measure assures
that each title has a non-zero score even if it has no overlap with the input text. This is necessary,
because a title that does not overlap with the input text can still be relevant. Scores of titles are then
normalized by being rescaled to have values between 0 and 1.

After scoring titles, we now move on to score categories. Since documents obtained from SVD can
collectively have a large number of categories, it is necessary to choose only most relevant ones. In
addition, we cannot rely on the overlapping of texts to filter categories as we did with titles. Categories
are less likely to be included in the target text, because they often describe broader subjects or general
classifications. Instead, categories are filtered based on their frequency in articles so that categories
that occur more often are prioritized. The score of a category ¢ is computed using the following
Equation:

frequency of cin D
|D|

where D is the set of documents obtained from SVD. Based on this equation, the score of a category
ranges from 0 to 1, where the category gets the score of 1 if it appears in all documents in D.

Scoreof c =

Finally, titles and categories are grouped and ordered based on their normalized scores. In our
experiment, the number of recommended tags for each input text was limited to the top ten tags. Table
2 shows the tagging results for a sample input tweet including the top scored titles and categories.
Only shaded tags, which got the highest scores, are recommended to the end user.

Table 2. A sample input tweet with the tagging results as generated by our approach.

(The difference between the programmer and the graphic designer) <Ll all aeaa g za juall G (34

Top titles Top categories

(Graphic Design) <lil jal) avaas (Computer Science) « glall ale

(Programmer) g _x« (Graphic Design) <l jal) aveas

Multimedia ) saaaiall Jailu sl Cliaa jo Z Y Janl) (3 8 (Computer Professions) < swall (e
(Production Team

(Computer Science) < suisll Jle (Programmers) O .sa=

(Graphic Designer) <Lél s asae (Communication Design) Ju=iy) axas

(Graphics) <l s ) (Computer Engineering) < sl duaia

(Information Design) e sleall areai (Media Careers) Sle ) Jibu s (e

8. EVALUATION

The objective of the evaluation is to assess the extent to which our tag recommendation approach can
suggest tags relevant to the input Arabic text. Existing approaches for tag recommendation have been
evaluated either by exploiting tags previously assigned by the users as a ground truth [66]-[67] or
manually by relying on external users to evaluate the recommendations [57], [68]-[69]. In this work,
we used the second approach, because we are not aware of any dataset of pre-tagged Arabic short texts
that we can compare our results to. In addition, we emphasize that comparing LSA with other text-
similarity measures is out of the scope of this work. The differences between semantic similarity
measures have been experimentally explored in several studies [70]-[71]. Instead, we focus on the
problem of short Arabic text tagging and use LSA as an unsupervised approach to achieve this purpose
due to its output that facilitates similarity calculations.

Thus, we created a dataset consisting of 100 tweets selected randomly from three different domains:
sports, technology and news. The tweets were classified as follows: sports: 36 tweets, technology: 41
tweets and news: 23 tweets. These tweets were used as input to the recommendation approach. The
output for each tweet was a set of tags ordered by the system based on the relevance to the input tweet.
Only top ten tags per tweet were considered in the evaluation. Thus, 1000 recommendations were
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collected in total for the 100 input tweets. These recommendations were then rated by human experts.
As tweets were categorized into three distinct domains, each group of tweets was rated by two experts
in each domain. Experts rated each tweet as either "relevant™ or "irrelevant". Only tags that both
experts agreed upon were considered in the evaluation. Finally, 993 tags rated by experts were
considered for the evaluation process. Table 3 shows sample tweets from our dataset. The complete
dataset including the tweets, the generated tags and the ratings of experts can be downloaded from:
https://github.com/YousefSamra/ShortTextTagging and  instructions can be found on:
http://tiny.cc/op50iz.

Table 3. Sample tweets from the dataset.

Subject Tweet

Sports Mo i J s A5 (g la s (oulsdlS G 43 58 A8 5
A strong match between Chelsea and Man City and Liverpool stalks

Technology 253V e gy o 3355 3 50 gl
CyanogenMod is a pioneer in the development of Android ROM

News Algaall G s slaball e 4l ) Joal 51 Gl deaa cdsuall Aliaal) (alanls
Occupied Palestine: Journalist Muhammad Al-Qeeq continues his
hunger strike in Israeli prisons

8.1 Experimental Settings

The experiment was carried out in a computer lab consisting of 20 laptops, all with the specifications
shown in Table 4. The laptops were all connected to a single LAN and controlled and scheduled by
Apache Spark framework installed on a master computer. The cluster was used to operate the code for
pre-processing the Wikipedia content and performing LSA. After getting the outputs of SVD, the
system became ready to take a short text as input and to produce tags rapidly as outputs.

Table 4. Specifications of laptops used in the experiment.

Machine HP laptop
CPU Core i7 2.6 GHz
RAM 6 GB

0S Windows 10, 64bit

8.2 Evaluation Metrics

In tag recommendation, the most important result for the end user is to receive a list of
recommendations, ordered from the most to the least relevant. So, we used three metrics that are
commonly used to evaluate recommendation systems [72]-[73]. These metrics are:

Precision at position k (P@k), where k denotes the number of recommended tags for each tweet. We
aim to explore how the precision is affected when changing the number of tags to be examined. P@k
is computed using the following equation:

number of relevant tags in top k positions

k

Mean Average Precision (MAP): The average precision for the query q is computed using the
following equation:

P@k =

number of relevant tags for q

where, m is the total number of results for the query g and P@k is the precision at position k. The
mean average precision for a set of queries is the mean of the average precision scores for each query:

J‘I
1
MAP = —Z AP(q)
N
g=1
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Mean Reciprocal Rank (MRR): While the first two metrics emphasize the quality of the top k tags, the
MRR focuses on a practical goal, which is how deep the user has to go down a ranked list to find one
useful tag [74]. MRR is the average of the reciprocal ranks of results for a sample of queries N and is
calculated using the following Equation:

J"ll-

MRR = ! E !

: N __lrank:-
E=

where Tank; refers to the rank position of the first relevant tag for the i-th query.

Average processing time: To assess the efficiency of the system, the average time required to tag each
tweet was recorded .This is the time elapsed from inputting each tweet until the tags are generated.

The above evaluation metrics were then calculated according to the rates obtained from the experts.
Table 5 shows how the metrics were calculated for a sample tweet. It shows the ordered list of
recommended tags (10 tags), along with the experts’ ratings of each tag and the calculated values of
metrics.

Table 5. Expert ratings and evaluation metrics for a sample tweet.

RR | AP@k P@k Experts’ rating | e deall (o @l Gl 5 deaa (88 55:2017 Sl
(relevant =1, Al (e ity OIS ol CaliS) il gl (g
irrelevant = 0) (WhatsApp 2017: WhatsApp has stopped
working on some phones. Find out if your
phone is on the list)
1 | 0.82602 1 1 (WhatsApp) <Ll |1
0.5 0 (Snapchat) <lé Gl | 2
0.666667 1 (Instant Messaging) o Jd=l 5| 3
0.75 1 (10S Software) () 5| ) Slse s | 4
0.8 1 (Android Software) 25,50 Clae i | 5
0.833333 1 Multi-platform ) Glbaidl sasic Slaa 0 | 6
(Software
0.857143 1 Communication ) Juail Slsa 0 | 7
(Software
0.875 1 (Instant Messaging) 4,8 4wl s | 8
0.777778 0 Blackberry ) s <Pl Gliss y
(Software
0.7 0 (Symbian Software) b Glse 2 | 10

8.3 Results and Discussion

Table 6 shows the evaluation results. A total number of 933 tags were gathered and assessed by
experts. 658 out of 933 were assessed as relevant, giving an AP@10 of 71.94%. Our approach also
achieved a MAP of 84.39% and a MRR of 96.53%, indicating that the tagging approach achieved high
precision.

Table 6. Evaluation results.
Number of generated tags @ k=10 933

Number of correct tags 658

AP@10 71.94%
MAP 84.39%
MRR 96.53%

2.54 sec.

Avg. processing time

In addition, the average processing time was 2.54 seconds. This result indicates that the approach is
suitable for real-time usage, especially when considering the huge size of Wikipedia content and the
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intensive computations involved. When using sufficient computing and storage resources, LSA
becomes an efficient text-mining technique, because it creates and uses a low-dimensional
representation of the original document-term matrix [16].

The tagging performance was also explored across different subject domains. As shown in Table 7, the
values of MAP and MRR for the three subject domains were close, indicating that the approach
performed well in the three domains. This result indicates that the Arabic Wikipedia can be a
reasonable choice as a background knowledge for open-domain tagging due to its generality and
coverage of a wide range of topics.

Table 7. Results across different subjects.

Subject No. of tweets | MAP MRR

Sports 36 80.81% | 95.46%
Technology | 41 85.85% | 96.83%
News 23 87.12% | 97.83%

Figure 3 depicts how the average precision (AP@Kk) changes as k changes from 1 to 10. The precision
is highest when k=1 and then declines consistently as k increases. This indicates that the approach
often orders tags according to their relevance so that most relevant tags come on the top of the list.

100% 95.00%

90%
80%

T70%
60%
50%
A40%
30%
20%
10%

0%

e &

Figure.3 AP(1-100)@k(1-10).

%74.63%73.59%73.75%73.02%71.94%

.\_Q

To further explain our results, generated tags were inspected thoroughly to identify the main sources
of strengths and weaknesses. The following discusses the main observations:

percentage

< I

Term ambiguity: One challenge of any automatic tagging service is the ability to resolve word
ambiguity and pick tags that conform to the context of the input text. The approach showed good
performance with respect to handling polysemy; i.e., recognizing terms that have different meanings in
different contexts, as was evident from several examples. Consider the following tweet: " sl
laaaae 3 53 by ki of - Zidane: | am afraid Real Madrid will fall again™: The name " ¢~ (Zidane)"
could refer to many public figures, such as a French former player, a philosopher and an actor.
However, the approach suggested the tag "ol ol (2 (Zinedine Zidane)" which refers to the
intended person. In another example, the tweet " ..2& 223 da) SN jaa 3 Jaall 2 90 - Working hours at
Al-Karamah crossing after tomorrow.." was associated with the tag " <l yua (King Hussein
Bridge)" which is the alternative name of Al-Karamah crossing between Palestine and Jordan. Tags in
the previous examples were consistent with the context and the intended meanings of input terms. This
can be attributed to the LSA's ability to base similarity scores on a deeper understanding of the corpus.
LSA can capture Wikipedia concepts and associate articles with relevant concepts. When the input
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text is compared with articles, it will be able to recover the relationship between terms, such as " Jw
1, (Real Madrid)" and " &) (Zidane)" based on the co-occurrence of both terms in articles
associated with the same concepts. However, there were a few cases where the approach failed to
resolve ambiguity and thus generated false tags. For example, the tweet: " JS& e ylad 82083 S aala
=& G - A football stadium in Qatar in the form of Bedouin tent.." was tagged with: "4 (rhyme)",
" =5 &y (Poetric rhythm)”, " =5 (Poetry)" and " ki & 38 3 S xe 3 (Football stadiums in Qatar)".
While the first three tags are not related to the context, the fourth is relevant, but is ranked lower. This
result can be explained by the lack of articles discussing both sports and football stadiums in Qatar.
The ability of LSA to handle polysemy is often proportional to the number and depth of articles
covering the ambiguous terms. In addition, our implementation of LSA does not consider the
diacritization of Arabic[75], which is the process of restoring the diacritical marks, for handling
morphological and syntactic ambiguity. Thus, the approach was not able to distinguish the difference
between the words " =& (Poetry)" and " a3 (Hair)".

Synonymy: One of the advantages of LSA is its potential to recognize synonyms and alternative words
by condensing related terms [76]. This advantage was evident in many results, where the approach
could recommend synonyms of terms from the input text. For example, the tweet " | Jale Wil ¢
el nand Cu Al dalaiall 5 <l Ul oy ail# ddase (3312) - Britain urgent: London Bridge station
and the surrounding area have been closed due to a security warning ", was tagged with the terms:
"sasiiall 4Skeall (UK)",") a3 (England)”. Similarly, the tweet "..a sl 1agas ciladiall 3T xllaall - The
processor is the most sophisticated product today.." was tagged with the following terms " dallxall 3ax
438 )all (CPU)™ and " 4 S all Aadlaal) 32a 5 avanal (CPU Design)”, which are all synonyms of the term "
(The Processor) z=<!", A common limitation of content-based recommendation techniques is the lack
of novelty, because they extract tags from the own content of the target text. This limitation
significantly diminished in our approach, because tags were extracted from Wikipedia articles rather
than from the target text.

Tag selection procedure: As explained earlier, the proposed approach uses a tag selection procedure
that considers both titles and categories of articles. This combination of titles and categories often
resulted in tags that varied in generality and covered both narrow and broad topics. For example, the
tweet " sgall sl gall 2y e allfie) 5 Jlauld dsaa g galiy Al SWS Glue - Ghassan Kanafani: a
Palestinian novelist, storyteller and journalist assassinated by the Mossad " had the following tags in
order: "W (e (Ghassan Kanafani)", "oshuld LS 5 ¢Ll- Authors and writers of Palestine and
") ) =l &) all- Arab-Israeli Conflict”. The first tag is a title of an article, while the rest are
categories. In another example: " il Gila slaall Lin o i€ 5 il ae) 8 J sl dcanadial) JSI ) 48 55
¥ s Ll 168 Leiad - Oracle, which specializes in database solutions and 1T, valued at $ 168 billion "
was tagged with the following terms in order: "JS),sl (Oracle)”," A@idlall bl ac) 85 i) ol
(Relational Database System)","4:&" (Technique) and "4saza Sl (Big Data)". The first two tags in
the former example refer to titles, while the last two are categories. In both examples, titles are
generally more concise and descriptive than categories, while categories are more generic and can give
a broad insight into the subject area pertaining to the tweets. This can fulfil the interests of users that
may vary with respect to the desired specificity of results.

9. CONCLUSION AND FUTURE WORK

This work presents an approach for tag recommendation of short Arabic text. It uses LSA to uncover
the latent concepts within Wikipedia and to provide scores of similarity between documents, concepts
and terms. The LSA model was used to find Wikipedia articles that best match with the target text.
Tags are selected from titles and categories of retrieved articles to provide recommendations covering
both specific and broad topics. In addition, selected tags are ranked based on several factors that
include the overlap between the title and the input text, the rank of corresponding articles and the
frequency of category in articles.

The evaluation of the approach by assessing resultant recommendations against expert judgments has
proved the effectiveness and efficiency of the approach. In addition, the inspection of results has
provided an insight into the strengths and weaknesses of the approach. The contribution of this work is
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two-folded: First, it tackles the problem of open-domain and real-time tag recommendation for short
Arabic text, which is a problem that remains briefly addressed in the literature. Second, it exploits
Wikipedia as a comprehensive source of tags and analyzes it by using LSA to match the input query
with relevant articles. To our knowledge, little effort has been devoted to leveraging the Arabic
version of Wikipedia with LSA for tag recommendation.

There are many directions to extend this work: First, we aim to improve the tagging results by testing
techniques other than LSA, such as LDA and supervised approaches. Second, we may explore the
unique challenges associated with the Arabic language, such as the diacritization of text and its impact
on results. Third, we may explore the use of LSA with Wikipedia for other applications, such as
question answering and text summarization. Third, we aim to deploy the proposed tagging service and
integrate it with social media platforms in order to evaluate it at a larger scale.

REFERENCES

[1] V. Oliveira, G. Gomes, F. Belém, W. Brandao, J. Almeida, N. Ziviani and M. Gongalves, "Automatic
Query Expansion Based on Tag Recommendation,” Proceedings of the 21 ACM International
Conference on Information and Knowledge Management, pp. 1985-1989, 2012.

[2] 0. Nov, M. Naaman and C. Ye, "What Drives Content Tagging: The Case of Photos on Flickr,” ACM,
pp. 1097-1100, 2008.

[3] M. R. Bouadjenek, H. Hacid and M. Bouzeghoub, "Social Networks and Information Retrieval, How
Are They Converging? A Survey, a Taxonomy and an Analysis of Social Information Retrieval
Approaches and Platforms,” Information Systems, vol. 56, pp. 1-18, 2016.

[4] G. Sriharee: "An Ontology-based Approach to Auto-tagging Articles,” Vietnam Journal of Computer
Science, vol. 2, no. 2, pp. 85-94, 2015.

[5] F. M. Belém, J. M. Almeida and M. A. Gongalves, "A Survey on Tag Recommendation Methods,"
Journal of the Association for Information Science and Technology, vol. 68, no. 4, pp. 830-844, 2017.

[6] 0. Vechtomova, "Introduction to Information Retrieval," Proc. of the 40" European Conference on IR
Research, 2009.
[7] I. Al-Agha and O. Abu-Dahrooj: "Multi-level Analysis of Political Sentiment Using Twitter Data: A

Case Study of the Palestinian-Israeli Conflict," Jordanian Journal of Computers and Information
Technology (JJCIT), vol. 5, no. 3, 2019.

[8] "Latent Semantic Indexing," [Online], Availab.:https://en.wikipedia.org/wiki/Latent_semantic_analysis.

[9] H.-K. Hong, G.-W. Kim and D.-H. Lee: "Semantic Tag Recommendation Based on Associated Words
Exploiting the Interwiki Links of Wikipedia," Journal of Information Science, vol. 44, no. 3, pp. 298-
313, 2018.

[10] L. Jayaratne, "Content Based Cross-domain Recommendation Using Linked Open Data," GSTF Journal
on Computing, vol. 5, no. 3, 2017.

[11] S. Vairavasundaram, V. Varadharajan, I. Vairavasundaram and L. Ravi, "Data Mining-based Tag
Recommendation System: An Overview," Wiley Interdisciplinary Reviews: Data Mining and
Knowledge Discovery, vol. 5, no. 3, pp. 87-112, 2015.

[12] W. Guo, H. Li, H. Ji and M. T. Diab, "Linking Tweets to News: A Framework to Enrich Short Text
Data in Social Media", ACL, vol. 1, pp. 239-249, 2013.

[13] S. Garcia Esparza, M. P. O'Mahony and B. Smyth, "Towards Tagging and Categorization for Micro-
blogs," Paper presented at the 21 National Conference on Artificial Intelligence and Cognitive Science
(AICS 2010), Galway, Ireland, 30 August-1 September, 2010.

[14] R. Dovgopol and M. Nohelty, “Twitter Hash Tag Recommendation,” arXiv preprint arXiv:1502.00094,

2015.

[15] I. M. AlAgha and A. Abu-Taha, "AR2SPARQL: An Arabic Natural Language Interface for the
Semantic Web," AR2SPARQL.: An Arabic Natural Language Interface for the Semantic Web, vol. 124,
no. 18, 2015.

[16] T. K. Landauer, D. S. McNamara, S. Dennis and W. Kintsch, Handbook of Latent Semantic Analysis,
Psychology Press, 2013.



178
"Tag Recommendation for Short Arabic Text by Using Latent Semantic Analysis of Wikipedia" , I. AlAgha and Y. Abu-Samra.

[17] T. Cvitanic, B. Lee, H. I. Song, K. Fu and D. Rosen, "LDA v. LSA: A Comparison of Two
Computational Text Analysis Tools for the Functional Categorization of Patents”, ICCBR Workshops,
2016.

[18] M. Zaharia, R. S. Xin, P. Wendell, T. Das, M. Armbrust, A. Dave, X. Meng, J. Rosen, S. Venkataraman
and M. J. Franklin, "Apache Spark: A Unified Engine for Big Data Processing," Communications of the
ACM, vol. 59, no. 11, pp. 56-65, 2016.

[19] R. Singh and A. Rani, "A Survey on the Generation of Recommender Systems," International Journal of
Information Engineering and Electronic Business, vol. 9, no. 3, pp. 26-35, 2017.

[20] C. Wartena, R. Brussee and M. Wibbels, "Using Tag Co-occurrence for Recommendation," Proc. of the
9™ International Conference on Intelligent Systems Design and Applications (ISDA), Pisa, ltaly, pp.
273-278, 2009.

[21] R. Damasevicius, R. Valys and M. Wozniak, "Intelligent Tagging of Online Texts Using Fuzzy Logic,"
Proc. of IEEE Symposium Series on Computational Intelligence (SSCI), pp. 1-8, 2016.

[22] G. V. Menezes, J. M. Almeida, F. Belem, M. A. Gongalves, A. Lacerda, E. S. De Moura, G. L. Pappa,
A. Veloso and N. Ziviani, "Demand-driven Tag Recommendation,”" Proceedings of the European
Conference on Machine Learning and Knowledge Discovery in Databases: Part 11, pp. 402-417, 2010.

[23] K. Yanai, "VisualTextualRank: An Extension of Visualrank to Large-scale Video Shot Extraction
Exploiting Tag Co-occurrence,” IEICE Transactions on Information and Systems, vol. 98, no. 1, pp.
166-172, 2015.

[24] M. P. Lipczak and E. Milios, "Efficient Tag Recommendation for Real-life Data,” ACM Transactions
on Intelligent Systems and Technology (TIST), vol. 3, no. 1, pp. 1-21, 2011.

[25] Y. Wu, Y. Yao, F. Xu, H. Tong and J. Lu, "Tag2word: Using Tags to Generate Words for Content
Based Tag Recommendation," Proc. of the 25" International ACM Conference (CIKM '16), pp. 2287-
2292, 2016.

[26] J. Wang, L. Hong and B. D. Davison, "Tag Recommendation Using Keywords and Association Rules,"
RSDC'09, pp. 1-14, 2009.

[27] F. M. Belém, E. F. Martins, J. M. Almeida and M. A. Gongalves, "Personalized and Object-centered
Tag Recommendation Methods for Web 2.0 Applications,” Information Processing & Management,
vol. 50, no. 4, pp. 524-553, 2014.

[28] I. Katakis, G. Tsoumakas and I|. Vlahavas, "Multi-label Text Classification for Automated Tag
Suggestion", ECML/PKDD, pp. 1-9, 2008.

[29] Y. Gong and Q. Zhang: "Hashtag Recommendation Using Attention-based Convolutional Neural
Network," Proceedings of the 25" International Joint Conference on Atrtificial Intelligence (1JCAI-16),
pp. 2782-2788, 2016.

[30] Y. Wang, J. Li, I. King, M. R. Lyu and S. Shi, "Microblog Hashtag Generation via Encoding
Conversation Contexts," arXiv preprint arXiv:1905.07584, 2019.

[31] H. T. Nguyen, M. Wistuba, J. Grabocka, L. R. Drumond and L. Schmidt-Thieme, "Personalized Deep
Learning for Tag Recommendation”, Proc. of the Pacific-Asia Conference on Knowledge Discovery
and Data Mining, Springer, pp. 186-197, 2017.

[32] Y. Yang, L. Han, Z. Gou, B. Duan, J. Zhu and H. Yan, "Tagrec-CMTF: Coupled Matrix and Tensor
Factorization for Tag Recommendation," IEEE Access, vol. 6, pp. 64142-64152, 2018.

[33] C. Lu, B. Shen, L. Zhang and J. Allebach, "Tag Recommendation via Robust Probabilistic
Discriminative Matrix Factorization,” Proc. of IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 1170-1174, 2016.

[34] J. Yao, Y. Wang, Y. Zhang, J. Sun and J. Zhou, "Joint Latent Dirichlet Allocation for Social Tags,"
IEEE Transactions on Multi-media, vol. 20, no. 1, pp. 224-237, 2017.

[35] M. A. Masood, R. A. Abbasi, O. Magbool, M. Mushtag, N. R. Aljohani, A. Daud, M. A. Aslam and J.
S. Alowibdi, "MFS-LDA: A Multi-feature Space Tag Recommendation Model for Cold Start Problem,"
Program, vol. 51, no. 3, pp. 218-234, 2017.

[36] T.-A. N. Pham, X. Li, G. Cong and Z. Zhang, "A General Graph-based Model for Recommendation in
Event-based Social Networks," International Conference on Data Engineering, pp. 567-578, 2015.



179

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 02, June 2020.

[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

[51]

[52]

(53]

[54]

(58]

[56]

[57]

M. Hmimida and R. Kanawati, "A Graph-coarsening Approach for Tag Recommendation,"” Proc. of the
International World Wide Web Conferences Steering Committee, pp. 43-44, 2016.

Y. Chen, H. Dong and W. Wang, "Topic-graph Based Recommendation on Social Tagging Systems: A
Study on Research Gate," ACM, pp. 138-143, 2018.

M. Rawashdeh, M. F. Alhamid, J. M. Alja’am, A. Alnusair and A. El Saddik, "Tag-based Personalized
Recommendation in Social Media Services," Multimedia Tools and Applications, vol. 75, no. 21, pp.
13299-13315, 2016.

M. A. Chatti, S. Dakova, H. This and U. Schroeder, "Tag-based Collaborative Filtering
Recommendation in Personal Learning Environments," IEEE Transactions on Learning Technologies,
vol. 6, no. 4, pp. 337-349, 2013.

S. Panigrahi, R. K. Lenka and A. Stitipragyan, "A Hybrid Distributed Collaborative Filtering
Recommender Engine Using Apache Spark," Procedia Comp. Science, vol. 83, pp. 1000-1006, 2016.

Y. Song, L. Zhang and C. L. Giles, "Automatic Tag Recommendation Algorithms for Social
Recommender Systems," ACM Transactions on the Web (TWEB), vol. 5, no. 1, p. 4, 2011.

R. Krestel and P. Fankhauser, "Personalized Topic-based Tag Recommendation,”" Neurocomputing, vol.
76, no. 1, pp. 61-70, 2012.

P. Lops, M. De Gemmis, G. Semeraro, C. Musto and F. Narducci, "Content-based and Collaborative
Techniques for Tag Recommendation: An Empirical Evaluation,” Journal of Intelligent Information
Systems, vol. 40, no. 1, pp. 41-61, 2013.

P. Symeonidis, "ClustHOSVD: Item Recommendation by Combining Semantically Enhanced Tag
Clustering with Tensor HOSVD", IEEE Transactions on Systems, Man and Cybernetics: Systems, vol.
46, no. 9, pp. 1240-1251, 2015.

M. Lipczak, Y. Hu, Y. Kollet and E. Milios, "Tag Sources for Recommendation in Collaborative
Tagging Systems," ECML PKDD Discovery Challenge, vol. 497, pp. 157-172, 20009.

F. S. Al-Anzi and D. AbuZeina, "Toward an Enhanced Arabic Text Classification Using Cosine
Similarity and Latent Semantic Indexing," Journal of King Saud University-Computer and Information
Sciences, vol. 29, no. 2, pp. 189-195, 2017.

H. Froud, A. Lachkar and S. A. Quatik, "Arabic Text Summarization Based on Latent Semantic
Analysis to Enhance Arabic Documents Clustering,” arXiv preprint arXiv:1302.1612, 2013.

K. Al-Sabahi, Z. Zhang, J. Long and K. Alwesabi, "An Enhanced Latent Semantic Analysis Approach
for Arabic Document Summarization,” Arabian Journal for Science and Engineering, vol. 43, no. 12,
pp. 8079-8094, 2018.

H. Alazzam and A. Alsmady, "A Distributed Arabic Text Classification Approach Using Latent
Semantic Analysis for Big Data," Proc. of the 12" IEEE International Scientific and Technical
Conference on Computer Sciences and Information Technologies (CSIT), pp. 58-61, 2017.

M. Naili, A. H. Chaibi and H. B. Ghézala, "Empirical Study of LDA for Arabic Topic Identification,"
HAL Id: hal-01444574, 2016.

R. Mezher and N. Omar, "A Hybrid Method of Syntactic Feature and Latent Semantic Analysis for
Automatic Arabic Essay Scoring," Journal of Applied Sciences, vol. 16, no. 5, p. 209, 2016.

N. I. Al-Rajebah and H. S. Al-Khalifa, "Extracting Ontologies from Arabic Wikipedia: A Linguistic
Approach,” Arabian Journal for Science and Engineering, vol. 39, no. 4, pp. 2749-2771, 2014.

M. M. Boudabous, L. H. Belguith and F. Sadat, "Exploiting the Arabic Wikipedia for Semi-automatic
Construction of a Lexical Ontology," International Journal of Metadata, Semantics and Ontologies, vol.
8, no. 3, pp. 245-253, 2013.

F. Alotaibi and M. Lee, "Mapping Arabic Wikipedia into the Named Entities Taxonomy", Proceedings
of COLING 2012, pp. 43-52, 2012.

M. Al-Smadi, B. Talafha, O. Qawasmeh, M. N. Alandoli, W. A. Hussien and C. Guetl, "A Hybrid
Approach for Arabic Named Entity Disambiguation," Proc. of the 15™ International Conference on
Knowledge Technologies and Data-drive, ACM, 2015.

F. Fayad and I. AlAgha, Automatic Linking of Short Arabic Texts to Wikipedia, M.Sc. Thesis, Faculty
of Information Technology, The Islamic University-Gaza, Palestine, 2013.



180

"Tag Recommendation for Short Arabic Text by Using Latent Semantic Analysis of Wikipedia" , I. AlAgha and Y. Abu-Samra.

[58] A. Yahya and A. Salhi, "Arabic Text Categorization Based on Arabic Wikipedia," ACM Transactions
on Asian Language Information Processing (TALIP), vol. 13, no. 1, p. 4, 2014.

[59] A. Mahgoub, M. Rashwan, H. Raafat, M. Zahran and M. Fayek, "Semantic Query Expansion for Arabic
Information Retrieval,” Arabic Natural Language Processing Workshop (EMNLP), Doha, Qatar, pp.
87-92, 2014.

[60] X. Meng, J. Bradley, B. Yuvaz, E. Sparks, S. Venkataraman, D. Liu, J. Freeman, D. Tsai, M. Amde and
S. Owen, "MLLIib: Machine Learning in Apache Spark," JMLR, vol. 17, no. 34, pp. 1-7, 2016.

[61] W. Monroe, S. Green and C. D. Manning, "Word Segmentation of Informal Arabic with Domain
Adaptation,” Proceedings of the 52" Annual Meeting of the Association for Computational Sciences,
vol. 2, pp. 206-211, 2014.

[62] L. S. Larkey, L. Ballesteros and M. E. Connell, "Light Stemming for Arabic Information Retrieval,"
Arabic Computational Morphology, (Springer, Dordrecht,), pp. 221-243, 2007.

[63] K. Darwish and H. Mubarak, "Farasa: Fast and Accurate Arabic Word Segmenter,” [Online], Available:
http://alt.qcri.org/farasa/segmenter.html, Accessed: 9 Feb. 2017.

[64] E. Gabrilovich and S. Markovitch, "Computing Semantic Relatedness Using Wikipedia-based Explicit
Semantic Analysis," Proceedings of the Twentieth International Joint Conference on Artificial
Intelligence (1JCAI-07), pp. 1606-1611, 2007.

[65] D. Stefanescu, R. Banjade and V. Rus, "Latent Semantic Analysis Models on Wikipedia and Tasa,"
Proceedings of the 9" International Conference on Language Resources and Evaluation (LREC'14), pp.
1417-1422, 2014.

[66] F. M. Belém, C. S. Batista, R. L. Santos, J. M. Almeida and M. A. Gongalves, "Beyond Relevance:
Explicitly Promoting Novelty and Diversity in Tag Recommendation,” ACM Transactions on
Intelligent Systems and Technology (TIST), vol. 7, no. 3, p. 26, 2016.

[67] J. Chakraborty and V. Verma, "Diversification in Tag Recommendation System Using Binomial
Framework," Information and Communication Technology for Sustainable Development, Springer, pp.
423-430, 2018.

[68] B. Bi and J. Cho, "Automatically Generating Descriptions for Resources by Tag Modeling,"
Proceedings of the 22" ACM International Conference on Information & Knowledge Management
(CIKM '13), pp. 2387-2392, 2013.

[69] R. Prokofyev, A. Boyarsky, O. Ruchayskiy, K. Aberer, G. Demartini and P. Cudré-Mauroux, "Tag
Recommendation for Large-scale Ontology-based Information Systems,” Proc. of the International
Semantic Web Conference, Springer, pp. 325-336, 2012.

[70] N. Niraula, R. Banjade, D. Stefanescu and V. Rus, "Experiments with Semantic Similarity Measures
Based on LDA and LSA," Proc. of the International Conference on Statistical Language and Speech
Processing, Springer, pp. 188-199, 2013.

[71] C.-G. Chiru, T. Rebedea and S. Ciotec, "Comparison between LSA-LDA-lexical Chains," Proceedings
of the 10" International Conference on Web Information Systems and Technologies (WEBIST), pp.
255-262,2014.

[72] M. Allahyari and K. Kochut, "Semantic Tagging Using Topic Models Exploiting Wikipedia Category
Network", 2016 IEEE 10" International Conference on Semantic Computing (ICSC), pp. 63-70, 2016.

[73] T. Bogers and A. van den Bosch: "Recommending Scientific Articles Using Citeulike,” Proceedings of
the ACM Conference on Recommender Systems, pp. 287-290, 2008.

[74] M. Sun, Y.-N. Chen and A. I. Rudnicky: "HELPR, A Framework to Break the Barrier across Domains
in Spoken Dialog Systems," Dialogues with Social Robots, Springer, pp. 257-269, 2017.

[75] M. Maamouri, A. Bies and S. Kulick, "Diacritization: A Challenge to Arabic Treebank Annotation and
Parsing," Proceedings of the Conference of the Machine Translation SIG of the British Computer
Society, 2006.

[76] T. K. Landauer, "LSA as a Theory of Meaning," Handbook of Latent Semantic Analysis, vol. 3, 2007.



181
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 02, June 2020.

sduanl) (adla

Ay hS Tl yie L alaia) G paail) (e il il Blay Jae § siin se oSl ol
Oy ety Sl gleall gl il aen 5 oLl S e S Sl ey )
cpeadiwall oy oY) Jie el g ey gda dlga iy ALl 4 dlaial)l IS L)
oagaill e Garii Al Gl e 4B 58 53 35k o0

)'JJM_A;\UA)_;J\\L@Jemﬁ\um\@_u\uu:uiu_x\sj_.:\)u@j
—le 3 aiadl) 5 hall J 5 ujjat_awcjt_ut_y\t_ﬂs‘dt_ygu\d_@\u_\g
o) 3 aall ) 5 ALl A8 el (S o A il \‘dm_ux\jupg\

Lebaa

IS EY) e 3 il apaill pa Jlaill g2 Bl B e s Mo
degall il Jeall G m ey Lgia Al aa) e Tl adAT Wl By al |y
ol LBy Jeny sl Lal A laiY) sl (e pasadll 1D g AT bl
pas—aill dd B4 allaadygnalt ol sVl o B jallhd gl o aaill ¢«

A al) G A8 jadl) abeae F5

A alhs il e ailldy LAl A agall sl gl ANA & ey ] oaall X a
@iwuﬂwﬁ@ﬂ ISP PPRIVPIE SN W TR PREC I P
CYYa I dlad sl g Bl agal e s yida ) Gl _Uay Jac
u\)_JAJL_;J\)aJJSA_A\‘\LH}A\WDMUAHJ_JBAG_JLL_SSY\G_SM&\
Casbiall e il 3 4 alatall il BUal) oL@ 253 3 ey A 1Al e s aillh 4 SNe L]

Ol LiBle da 5o (38 5 Leai i o (e g Dl idl) el dalad) culiall

A3 Gty o) pal e Ll A giaall &l e 2Lty s yiRall Agy Ll oy i as
b st e ol s il A ) o gl o s Ay (993) e
Al clai 815 (%96.53) o 2 (S Ay i ia s (%84.39) e 1S 48
}J\ L& H‘; 9_;43\ ;IJ}[ l_@_d\ el AA}'_; s ) Gj\ 3\ 4 . w..‘ G5l 1
e el 4yl Cieaall

This article is an open access article distributed under the terms and conditions of the Creative
v Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).



http://creativecommons.org/licenses/by/4.0/

